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Foreword  
 
The Chips are Down! However Knowledge is Sadly Missing! 
 
¢ƘŜ ǿƻǊŘ άLƴǘŜǊƴŜǘέ Ƙŀǎ ōŜŎƻƳŜ ŀ ƘƻǳǎŜƘƻƭŘ ƴŀƳe in every language without any translation. Even the 
French have kept the same name while normally they tend to create a French version for any  
9ƴƎƭƛǎƘ ƴŀƳŜ ǘƻ ƳŀƪŜ ƛǘ ǎƻǳƴŘ ƭƛƪŜ ƛǘΩǎ ƛƴǾŜƴǘŜŘ ƛƴ CǊŀƴŎŜΦ bƻǿ ǿƘŜƴ ȅƻǳ ŀǎƪ ƴƻǊƳŀƭ ǳǎŜǊǎ Ƙƻǿ ǘƘŜ 
Internet really functions, be prepared to be surprised by the sparse response and accept their kind 
apology that  they had no time to delve into this complex world, understandably. 
 
When you ask Internet experts on the current Internet Protocol (IPv4), you will be enriched by their 
prolific and visionary thoughts of what you can do with the Internet and most probably that it can even 
solve world hunger. However when you ask these same experts about the new Internet Protocol version 
6 (IPv6), you will find only a few that can answer with high precision how the new Internet based on IPv6 
functions, how it will be installed or how it will enhance the current Internet. I guess most Internet 
experts have by now understood that the visible difference between IPv4 and IPv6 is the size of the 
address space moving from a limited to virtually unlimited resource (from 4.3 Billion addresses to 340 
Billion Billion Billion Billion addresses).  
 
While basic IPv6 was designed and standardized between 1994-1998 and deployment has been 
happening at a slow pace for the last 10 years, it is astonishing to see the same historical deployment 
patterns of the current Internet Protocol (IPv4). That was designed between 1972-1980 with first 
deployment in 1981. It had to wait for ten years until 1991 for the Internet to be opened for public use 
ǇŜǊ ¦{ /ƻƴƎǊŜǎǎ ŀƎǊŜŜƳŜƴǘΦ ¢ƘŜ ƴǳƳōŜǊ ƻŦ LtǾп ŜȄǇŜǊǘǎ ǿŀǎ ǉǳƛǘŜ ǎƳŀƭƭ ŀƴŘ ƴƻǘ ǎǳǊǇǊƛǎƛƴƎƭȅ ƛǘΩǎ ǘƘŜ 
same level of IPv6 experts that we have now. 
 
The Internet community is asking for killer apps to facilitate justifiable deployment of IPv6. Now, without 
educated engineers at developers level and ISP levels, it is unreasonable to expect creation of such apps 
that would benefit from the new built-in features in IPv6. The principal feature of IPv6 is the restoration 
of the end-to-end model on the back of which the Internet was built on in the first place. The e2e model 
restores e2e connectivity, e2e security, e2e QoS, node reachability, remote access for maintenance and 
network management purposes.  Essential features have been tightly redesigned like mobility, 
Multicast, auto-configuration, to take the Internet where it has not gone before. IPv6 will take the 
Internet into commodity services adding networking value to services like RF-ID and sensors. IPv6 will 
open new paradigms for Internet of Things, Smart Grids, Cloud Computing, Smart Cities, 4G/LTE 
services, etc.  
 
To realise this we need to have engineers professionally trained with IPv6 eyes and not with IPv4 eyes. A 
recent survey on IPv6 training and studies at universities has demonstrated that IPv6 training and 
courses are way too embryonic to have any critical impact. Patching IPv6 with IPv4 thinking would be 
just extending the IPv6 address space to the Internet and not fully exploiting the rich set of new features 
still invisible to the normal engineer. Deploying IPv6 without upfront integration of IPv6 security and 
privacy is re-doing the same mistake done in the deployment of IPv4. This is even defeating the prime 
purpose of fixing thing like security in the Internet. It is estimated that some 20 million engineers are 
working on the current Internet worldwide at ISPs, corporate and all other public and private 
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ƻǊƎŀƴƛǎŀǘƛƻƴǎ ŀƴŘ ǘƘŜȅ ǿƛƭƭ ƴŜŜŘ ǘǊŀƛƴƛƴƎ ƻƴ LtǾсΦ ¢Ƙƛǎ ƛǎ ŀ ƎƛƎŀƴǘƛŎ ǘŀǎƪ ǎƛƴŎŜ ƛǘΩǎ ǘƘŜ ŦƛǊǎǘ upgrade of the 
Internet and most probably the last one for decades to come. 
 
There are also tools that address IPv6 issues that have been designed by the author that will play key 
roles in the deployment of IPv6 such as DHCPv6, DNSSECv6, IDN, etc. The author brings practical and 
hands-on experience to take enthusiast engineers to the next level with astonishing intricate knowledge 
pretty rare to find in this diffuse Internet world not knowing who holds the truth. 
 
I encourage everyone to read this book as you will enjoy it like I did as the author is pretty crystal clear, 
precise, authoritative and written directly from his heart. 
 
Latif Ladid 
President IPv6 Forum 
Senior Researcher, University of Luxembourg 
Emeritus Trustee, Internet Society 
UN Strategy Council member 
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Chapter 1 ɀ Introduction  
 
1.1 ς Why IPv6 is Important 
 
The First Internet (which I now call the Legacy Internet) is 27 years old. Think about what kind of CPUs, 
amount of RAM, and which Operating System you were using in 1983. Probably a Z80 8-bit CPU with 64 
YƛƭƻōȅǘŜǎ ƻŦ w!a ŀƴŘ /taκулΣ ƻǊ ƛŦ ȅƻǳ ǿŜǊŜ ŀ ōǳǎƛƴŜǎǎƳŀƴΣ ŀƴ улуу άмс-ōƛǘέ /t¦ ŀƴŘ 5h{ мΦлΦ LŦ ȅƻǳ 
were really lucky, you might have had an expensive Hard Disk Drive with a massive TEN megabytes of 
storage. What, many of you reading this ǿŜǊŜƴΩǘ ŜǾŜƴ ŀƭƛǾŜ ǘƘŜƴΚ !ǎƪ ȅƻǳǊ ŦŀǘƘŜǊ ǿƘŀǘ personal 
computing ǿŀǎ ƭƛƪŜ ƛƴ мфуоΦ LΩǾŜ ōŜŜƴ ōǳƛƭŘƛƴƎΣ ǇǊƻƎǊŀƳƳƛƴƎ ŀƴŘ ŀǇǇƭȅƛƴƎ ǇŜǊǎƻƴŀƭ ŎƻƳǇǳǘŜǊǎ ǎƛƴŎŜ my 
Altair 8800 in 1975. Hard to realize that is 35 years ago. Since 1983, network speeds have increased 
from 10 Mbit/sec to 100 Gbit/sec (10,000 fold increase). But we are still using essentially the same 
Internet ProtocolΦ ¢Ƙƛƴƪ ƛǘΩǎ ŀōƻǳǘ ǘƛƳŜ for an upgrade? 
 
The First Internet has impacted the lives of more than a billion people. It has led to unprecedented 
advances in computing, communications, collaboration, research and entertainment (not to mention 
time-wasting and even less savory activities). The Internet is now understood to be highly strategic in 
ŜǾŜǊȅ ƳƻŘŜǊƴ ŎƻǳƴǘǊȅΩǎ Ŝconomy. It is difficult to conceive of a country that could exist without it. Many 
enormous companies (such as Google) would not have been possible (or even needed) without it. 
{ǘŀƎƎŜǊƛƴƎ ŀƳƻǳƴǘǎ ƻŦ ǿŜŀƭǘƘ ƘŀǾŜ ōŜŜƴ ŎǊŜŀǘŜŘ όŀƴŘ ŎƻƴǎǳƳŜŘύ ōȅ ƛǘΦ Lǘ ƳŀŘŜ άǎƴŀƛƭ Ƴŀƛƭέ όǇŀǇŜǊ Ƴŀƛƭ 
physically delivered) follow the Pony Express into oblivion (amazingly, governments everywhere are 
trying to keep Post Offices going, even though most lose gigantic amounts of money every year). The 
number of e-mails sent daily is 3 to 4 times the number of first class mails sent annually (both in the 
U.S.) 
 
Estimates are that there are currently about 1.3 billion nodes (computers, servers or other network 
devices) connected to the First Internet. Many of those have more than one user (as in Cyber cafes).  
 
 
1.1.1 ς .ǳǘ ²ŀƛǘΣ ¢ƘŜǊŜΩǎ aƻǊŜΧΦ 
 
If you think ǘƘŀǘΩǎ impressive, wait until you see what its rapidly approaching successor, the Second 
Internet (made possible by IPv6) will be. Entirely new and far more flexible communication and 
connectivity paradigms are coming that will make e-mail and texting seem quaint. Major areas of the 
economy, such as telephony, entertainment, almost all consumer electronic devices (MP3 players, TVs, 
radios) will be heavily impacted, or even collapse into the Second Internet as Yet More Network 
Applications (like e-mail and web did in the First Internet). The number of connected nodes will likely 
explode in the next 5-10 years by a factor of a hundred or more (not by 100%, I said by a factor of 100, 
which is 10,000%). The First Internet (the one you are using today, based on IPv4) that you think is so 
pervasive and so cool, is less than 1% of the expected size of the Second Internet. One of the popular 
terms being used to describe it is pervasive computing. That means it is going to be everywhere. 
 
 
1.1.2 ς Flash! The First Internet is Broken! 
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Most importantly, in the process of keeping IPv4 around too longΣ ǿŜΩǾŜ ŀƭǊŜŀŘȅ broken the First 
Internet badly with something called NAT (Network Address Translation). NAT has turned the Internet 
into a one-way channel, introduced many really serious security issues and is impeding progress on 
newer applications (like VoIP and IPTV).You can easily make outgoing connections to servers like 
www.cnn.com, but it is difficult or impossible for other people to make connections to you. It has 
divided the world into a few producers (like cnn.com) and millions of consumers (like you). In the Second 
Internet, anyone can be a prosumer (producer and consumer). NAT was a necessary evil to keep things 
going until the Second Internet was ready to be rolled out. NAT has now served its purpose, and like 
crutches when your broken leg has healed, should be cast aside. Its only purpose was to extend the life 
of the IPv4 address space while the engineers were getting IPv6 ready.  
 
¦ǎƛƴƎ ŀ άƘƻǊǎŜǎ ŀƴŘ ŎŀǊǎέ ƳŜǘŀǇƘƻǊΣ ǘƘŜǊŜ ƛǎ ƴƻ ǊŜŀǎƻƴ ǘƻ ǿŀƛǘ ŦƻǊ ǘƘŜ ƭŀǎǘ ƘƻǊǎŜ ǘƻ ŘƛŜ όǘƘe last IPv4 
address to be given out) before we start driving cars (deploy IPv6). Good news, everyone! IPv6 is ready 
ŦƻǊ ǇǊƛƳŜ ǘƛƳŜ ǘƻŘŀȅΦ aȅ ƘƻƳŜ ƛǎ ŀƭǊŜŀŘȅ Ŧǳƭƭȅ ƳƛƎǊŀǘŜŘ ǘƻ Řǳŀƭ ǎǘŀŎƪ όLtǾп Ҍ LtǾсύΦ !ƴŘ ǘƘŀǘΩǎ ƛƴ ǘƘŜ 
Philippines! 
 
 
1.1.3 ς Wait, How Can the Internet Grow by 100 Fold? 
 
If there are over a billion nodes on the First Internet, and there are just over 6 Billion people alive, how 
can it possibly grow by more than 100 fold? The key here is to understand that the Second Internet 
(based on IPv6) is the Internet of Devices. A human sitting at a keyboard will be a relatively rare thing, 
although IPv6 will make it far easier and cheaper to bring the next billion ƘǳƳŀƴǎ ƻƴƭƛƴŜ ǳǎƛƴƎ LtǾсΩǎ 
advanced features and almost unlimited address space. Many Asian countries and companies (who 
routinely have 5 to 10 year horizons in their planning) already consider IPv6 to be one of the most 
strategic and important technologies anywhere, and are investing heavily in deploying it. 2010 is the 
tipping point for IPv6. Adoption curves are starting to climb at steep rates reminiscent of the adoption of 
the World Wide Web back in the early 1990s. By March 2012 (when the last IPv4 address will likely be 
allocated to some lucky end-user), the migration to IPv6 will be well underway in most leading 
countries, and completed in many Asian countries. 
 
 
1.1.4 ς Why is 2011 a Significant Year for the Second Internet? 
 
There is an entire chapter in this book on the depletion of the IPv4 address space. What this means (in 
English) is that we are running out of IP addresses for the First Internet. This will be a very important 
event in the history of the Internet. We nearly ran out in 1997, and only managed to keep the Internet 
going through some clever tricks (NAT and Private Addresses), kind of like using private extension 
numbers in a company PBX phone system. However, even with this trick (which is now causing major 
problems), we are about to run out for good. The folks that create the Internet ŘƻƴΩǘ ƘŀǾŜ ŀƴȅ ƳƻǊŜ 
clever tricks up their sleeves. All the groups that oversee the Internet, like the Internet Assigned 
Numbers Authority (IANA), the Internet Corporation for Assigned Names and Numbers (ICANN), the 
Internet Society (ISOC), the Internet Engineering Task Force (IETF) and the Regional Internet Registrars 
(ARIN, RIPE, APNIC, LATNIC and AFRINIC) have been saying for some time that the world has to migrate 
now. They should know. They are the ones that give out IP addresses. They know that the barrel is 
almost empty. ²ŜΩǾŜ got to increase the number of unique Internet addresses, which has some far 
reaching consequences. 
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1.2 ς An Analogy:  the Amazing Growing Telephone Number 
 
WƘŜƴ L ǿŀǎ ǾŜǊȅ ȅƻǳƴƎΣ Ƴȅ ŦŀƳƛƭȅΩǎ ǘŜƭŜǇƘƻƴŜ ƘŀŘ ŀ р ŘƛƎƛǘ ǇƘƻƴŜ ƴǳƳōŜǊ όр-4573). As the number of 
phones (and hence unique phone numbers within my geographic region) grew, the telephone company 
ƘŀŘ ǘƻ ƛƴŎǊŜŀǎŜ ǘƘŜ ƭŜƴƎǘƘ ƻŦ ŜǾŜǊȅƻƴŜΩǎ ǇƘƻƴŜ ƴǳƳōŜǊΦ hǳǊ ƴǳƳber became 385-4573. This was 
enough to give everyone in my area a unique number, and we could ask the nice long distance operator 
to connect us to people in other areas when we wanted to talk with them. When the telcos introduced 
the miracle of Direct Distance Dialing, our phone number grew to 10 digits: (904) 385-4573. In theory, 
this could provide unique numbers to 1010 (10 billion) customers. In practice some digit patterns cannot 
be used, so it is somewhat less than that, and today many people have multiple phone numbers 
(landline, cell phone, fax, modem, VoIP, etc). Estimates are that the current supply of 10 digit numbers 
will last U.S. subscribers at least 50 more years. Increases in the length of phone numbers may be an 
inconvenience to end users (and publishers of phone books), but the tricky problems are mostly in the 
big phone switches. Phone number lengths have been changed several times without leading to the 
collapse of civilization. 
 
One popular estimate (from NetCore) is that the IP addresses for the First Internet will be all gone, 
history, used up by September 16, 2011 (as estimated on February 15, 2010, subject to many revisions 
before that last address is assigned, but probably to earlier dates, not later ones). That is the date that 
the IANA will tell Regional Internet Registries like ARIN, RIPE and APNIC, that there are no more to 
replenish their supplies. The RIRs will likely have enough on hand to last another six months at most. I 
have personally joined APNIC as a member and reserved a ά/22έ block of IPv4 addresses (a little over 
1000 of the precious, and increasingly scarce addresses for the First Internet). These will cost me about 
1000 USD per year, but I will be able to continue running my companies and other activities for many 
years to come. You can think of this as staking out some of the last remaining lots in a virtual Oklahoma 
Land Rush. I am also doing this in order to obtain my very own ά/32έ block of the shiny new IPv6 
addresses. You can think of this as getting an enormous spread of prime real estate in the virtual New 
World of the Second Internet. Anyone that wants to today can do the same thing (at least for a little 
while longer). I understand whatΩs coming, and I know what IΩll be able to build on that prime real 
estate. L ǘƘƛƴƪ ƛǘΩǎ ŀ ƘŜƭƭ ƻŦ ŀ ōŀǊƎŀƛƴΦ 
 
 
1.3 ς So Just What Is It That We Are Running Out Of? 
 
There is a great deal of confusion and misunderstanding about this, as important as it is. Many people 
ǘƘƛƴƪ ǘƘŀǘ άƛƴǘŜǊƴŜǘ ŀŘŘǊŜǎǎŜǎέ ŀǊŜ ǘƘƛƴƎǎ ƭƛƪŜ www.ipv6.org. That is not an Internet Address, it is a 
symbolic nodename. That is an important part of a URI (Uniform Resource Indicator), which adds things 
such as a protocol designator (e.g. http:, mailto: or sip:), possibly a non-standard port number (e.g. 
ά:8080έ) and often a file path (e.g. ά/files/index.htmlέ). If you allowed up to 30 characters for a 
nodename (the preceding example being 14 characters long) and allowed any alpha or numeric 
character and the hyphen (a-z and 0-9 and ά-ά), which are all legal in Internet nodenames, this would 
give a total of 37 possible characters in each position. That means there are 3730 (1.11 x 1047) possible 
nodenames, although most of them would be really obscure and hard to remember, like 
poas5jdpof343jijio.iuhiu3hu4ifer.com. TƘŀǘΩǎ ŀ lot of names. There is still a staggering number of names 
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that are easy to remember. More than could ever be used in the next hundred years. So just what is it 
that we are running out of? 
 
The nodenames that you (and most humans) use to specify a particular node on the Internet, like 
www.ipv6.org, are made possible by something called the Domain Naming System (DNS). Those 
nodenames are not used in the actual packets as source and destination addresses (see section on IPv4 
addressing model for the gory details). The addresses used in the packets on the wire in the First 
Internet are 32 bit binary numbers. These are usually represented for us slow and stupid humans in 
dotted decimal notation like 123.45.67.89. With a 32 bit address, there are 232 (about 4.3 billion) distinct 
values. When you use a symbolic nodename (known technically as a Fully Qualified Domain Name, or 
FQDN) in an application, that application sends it to a DNS server, which returns the numeric IP address 
associated with it. ¢ƘŀǘΩǎ the address that is used in packets on the wire, for routing the packet to its 
destination. The DNS nodenames are like the names of people you call, the IP addresses are like their 
ǇƘƻƴŜ ƴǳƳōŜǊǎΦ 5b{ ƛǎ ƭƛƪŜ ŀƴ ƻƴƭƛƴŜ ǘŜƭŜǇƘƻƴŜ ōƻƻƪ ǘƘŀǘ ƭƻƻƪǎ ǳǇ ǘƘŜ άǇƘƻƴŜ ƴǳƳōŜǊέ όLt ŀŘŘǊŜǎǎύ ŦƻǊ 
άǇŜƻǇƭŜέ όƴƻŘŜǎύ ȅƻǳ ǿŀƴǘ ǘƻ άŎŀƭƭέ όŎƻƴƴŜŎǘ ǘƻύΦ 5ƛŘ ȅƻǳ ƪƴƻǿ ǘƘŀǘ ȅƻǳ Ŏŀƴ ǎǳǊŦ ǘƻ Lt ŀŘŘǊŜǎǎŜǎΚ ¢Ǌȅ 
entering the URL http://15.200.2.21Φ ¢ƘŀǘΩǎ ŀ ǿƘƻƭŜ lot harder to remember than www.hp.com, which is 
ǿƘȅ 5b{ ǿŀǎ ƛƴǾŜƴǘŜŘΦ LǘΩǎ ǘƘŜǎŜ он ōƛǘ ƴǳƳŜǊƛŎ ŀŘŘǊŜǎǎŜǎ (that most people never see) that we are 
running out of. The good news is that you can keep typing www.hp.com, and DNS will soon return both 
the old style 32 bit IPv4 address and a new style 128 bit IPv6 address, which will be put into IPv6 
packets.  Given the choice, your applications will prefer to use the new IPv6 address. You will hardly 
notice the difference, unless you are a network engineer or a network software developer. Except 
thereΩs going to be an awfully lot of cool new stuff to do, and new ways of doing old things, plus the 
Internet is going to work better than it ever has. 
 
Can you imagine trying to manage today with 5 digit telephone numōŜǊǎΚ Lƴ ŀ ŦŜǿ ȅŜŀǊǎΣ ǘƘŀǘΩǎ ǿƘŀǘ 
IPv4 is going to feel like. 
 
 
1.4 ς But You Said There Were 4.3 Billion IPv4 Addresses? 
 
But, I hear you protest, there are only 1.3 billion nodes currently connected to the Legacy Internet, and 
there are 4.3 billion possible IPv4 addresses. !ǊŜƴΩǘ ǘƘŜǊŜ ǎǘƛƭƭ ǎƻƳŜ о ōƛƭƭƛƻƴ ŀŘŘǊŜǎǎŜǎ ƭŜŦǘΚ ²ŜƭƭΣ ƴƻΣ ǎŀŘ 
ǘƻ ǎŀȅΣ ǘƘŜǊŜ ŀǊŜƴΩt.  
 
On February 15, 2010 (when I started writing this book), there were only 364 million addresses left to 
assign (again, from the NetCore countdown clock). On May 12, 2010 (3 months later), there were only 
298 million addresses left. What the heck happened to the rest? Well, when the First Internet was being 
ǊƻƭƭŜŘ ƻǳǘΣ ǘƘŜǊŜ ǿŜǊŜ ŀōƻǳǘ слл ƴƻŘŜǎ ƛƴ ǘƘŜ ǿƻǊƭŘΣ ŀƴŘ пΦо ōƛƭƭƛƻƴ ƭƻƻƪŜŘ ŀ ƭƻǘ ƭƛƪŜ άƛƴŦƛƴƛǘȅέ to the 
people involved. So, giant chunks of addresses were generously given out to early adopter 
organizations. For example, M.I.T. ŀƴŘ It ǿŜǊŜ ƎƛǾŜƴ άŎƭŀǎǎ !έ ōƭƻŎƪǎ ƻŦ ŀŘŘǊŜǎǎŜǎ όŀōƻǳǘ мсΦт Ƴƛƭƭƛƻƴ 
addresses, or 1/256 of the total address space, each). {ƳŀƭƭŜǊ ƻǊƎŀƴƛȊŀǘƛƻƴǎ ǿŜǊŜ ƎƛǾŜƴ άŎƭŀǎǎ .έ ōƭƻŎƪǎ 
of addresses (each having about 65,535 addresses). Most of these organizations are not using anywhere 
near all of those addresses, but they have never been willing to turn them back in. As detailed in the 
OECD study on IPv4 address space depletion and migration to IPv6, it is very difficult and time 
consuming ǘƻ άǊŜŎƻǾŜǊέ ǘƘŜǎŜ άƭƻǎǘέ ŀŘŘǊŜǎǎŜǎΦ !ƭǎƻ ǎƻƳŜ ōƭƻŎƪǎ ƻŦ ŀŘŘǊŜǎǎŜǎ ǿŜǊŜ ǳǎŜŘ ŦƻǊ ǘƘƛƴƎǎ ƭƛƪŜ 
multicast, experimental use, and other purposes.  
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We are getting more efficient in our allocation of IPv4 addresses, but even with every trick we know, 
they will likely all be gone by March 2012, or before. It is easy to measure how quickly IP addresses are 
being allocated, and how many are left, so ƛǘΩǎ not exactly rocket science to predict when they will run 
out. These projections assume ǘƘŜǊŜ ǿƛƭƭ ōŜ ƴƻ άōŀƴƪ Ǌǳƴέ ƻǊ ǇŀƴƛŎ ŀƭƭƻŎŀǘƛƻƴǎ ŀǎ ǿŜ ƎŜǘ ƴŜŀǊ ǘƘŜ ōƻǘǘƻƳ 
of the barrel, or increases in the rate that addresses are allocated. Both of these assumptions are really 
ƻǇǘƛƳƛǎǘƛŎΦ ¢ƘŀǘΩǎ ǿƘȅ L ƪŜŜǇ ǎŀȅƛƴƎ άƻǊ soonerέΦ ¢ƘŜ people of Taiwan have announced their intention 
to connect some 3 billion devices to the Internet in the next few years. Even if we gave them all 298 
million of the remaining addresses, they still could not connect that many devices. They can only do this 
by going to longer IP addresses (hence a larger address space). This is one of the main things that IPv6 is 
about. 
 
 
1.5 ς Is IPv6 just an Asian Thing? 
 
I have heard many comments from U.S. networking professionals and Venture Capitalists that IPv6 is an 
άAsian thingέ, something that is of little interest or concern to Americans. This shows an unusually 
provincial view of an extremely serious situation, even for Americans. This attitude is only partly due to 
the inequitable distribution of addresses for the First Internet (there are over 6 IPv4 addresses per 
American, compared to only about 0.28 per person for the rest of the world). It has a lot more to do 
with a lack of knowledge of how certain parts of the First Internet really work, compounded by a limited 
time horizon compared to Asian businessmen, who routinely plan 5 to 10 years ahead. America business 
schools teach that nothing is important beyond the next quarterΩs numbers. The depletion of IPv4 
addresses is beyond the end of next quarter, but not by very much. Expect a major panic when the IPv4 
depletion date comes within the time horizon of American businessmen όάǿƘȅ ŘƛŘƴΩǘ ȅƻǳ warn us about 
ǘƘƛǎΚέύΦ 
 
!ƴȅ ŎƻǳƴǘǊȅ ƻǊ ƻǊƎŀƴƛȊŀǘƛƻƴ ǘƘŀǘ όŦƻǊ ǿƘŀǘŜǾŜǊ ǊŜŀǎƻƴύ ŘƻŜǎƴΩǘ ƳƛƎǊŀǘŜ ǘƻ LtǾс ƛǎ ƎƻƛƴƎ ǘƻ ǎǘƛƭƭ ōŜ άǊƛŘƛƴƎ 
ƘƻǊǎŜǎέ ǿƘƛƭŜ ǘƘŜ ǊŜǎǘ ƻŦ ǳǎ ŀǊŜ ȊƛǇǇƛƴƎ ŀǊƻǳƴŘ ƛƴ ǘƘŜǎŜ ƴŜǿŦŀƴƎƭŜŘ άcarsέΦ L ƘŀǾŜ ƴƛƎƘǘƳŀǊŜǎ ŀōƻǳǘ ǘƘŜ 
U.S. being just as reluctant to go to IPv6 as they were to adopt the metric system (the U.S. is the only 
industrialized country not to have adopted the metric system, and I doubt they ever will). They could 
decide to stay with IPv4. If so, it will become increasingly difficult for them to connect to non-U.S. 
websites, or for people in other countries to connect to U.S. websites. It will impact all telephone calls 
between the U.S. and anywhere else in the world. It will make IT products designed for the U.S. market 
of little interest outside of the U.S. (kind of like automobiles that canΩt be maintained with metric tools). 
This will isolate the U.S. even further, and essentially leave leadership in Information Technology up for 
grabs. Japan, China and South Korea are quite serious about grabbing that leadership, and they are well 
along their way to accomplishing this, by investing heavily in IPv6 for several years already. 
 
.ŜƛƴƎ ƎƻƻŘ ŜƴƎƛƴŜŜǊǎΣ ǿƘƛƭŜ ǘƘŜ L9¢C Ƙŀǎ ǘƘŜ άǎǘǊŜŜǘǎ ŘǳƎ ǳǇέ ƛƴŎǊŜŀǎƛƴƎ ǘƘŜ ǎƛȊŜ ƻŦ Lt ŀddresses, they 
ŀǊŜ ŦƛȄƛƴƎ ŀƴŘ ŜƴƘŀƴŎƛƴƎ Ƴŀƴȅ ƻŦ ǘƘŜ ŀǎǇŜŎǘǎ ƻŦ LtǾп όvƻ{Σ ƳǳƭǘƛŎŀǎǘΣ ǊƻǳǘƛƴƎΣ ŜǘŎΦύ ǘƘŀǘ ǿŜǊŜƴΩǘ ŘƻƴŜ 
quite as well as they might have been (who could have envisioned streaming video 27 years ago?). IPv6 
ƛǎ ƴƻǘ Ƨǳǎǘ ōƛƎƎŜǊ ŀŘŘǊŜǎǎŜǎΦ LǘΩǎ ŀ whole new and remarkably robust platform on which to build the 
Second Internet. 
 
 
1.6 ς {ƻ ²Ƙŀǘ ƛǎ ¢Ƙƛǎ ά{ŜŎƻƴŘ LƴǘŜǊƴŜǘέΚ 
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Most things in computer technology evolve through various releases or generations, with significant 
new features and capabilities in the newer generations. For example, 2G, 2.5G and 3G cell phones. The 
Internet is no exception. The remarkable thing though, is that the first generation of the Internet has 
lasted for 27 years already, and we are only now coming to the second generation of it. There are a 
number of technology trends going on right now, and some of them have been hyped heavily in the 
press. Some of them sound a lot like they might be the next generation of the Internet. [ŜǘΩǎ ǎŜŜ ƛŦ ǿŜ 
Ŏŀƴ ƴŀǊǊƻǿ Řƻǿƴ ǿƘŀǘ L ƳŜŀƴ ōȅ άǘƘŜ {ŜŎƻƴŘ LƴǘŜǊƴŜǘέ ōȅ discussing some the things that it is not. 
 
 
1.6.1 ς Is the Next Generation Network (NGN) that Telcos Talk About, the Second Internet? 
 
Telcos around the world have been moving towards something they call NGN for some time. Is that the 
same thing as the Second Internet? Well, there is certainly a lot of overlap, but no, NGN is something 
quite different.  
 
Historically, telephone networks have been based on a variety of technologies, mostly circuit switched, 
with call setup handled by SS7 (Signaling System 7).  The core of the networks might be digital, but 
almost the entire last mile (the part of the telco system reaching from the local telco office into your 
homes and businesses) is still analog today.  There was some effort at upgrading this last mile to digital 
with ISDN (Integrated Services Digital Networks), but some terrible decisions regarding tariffs (the cost 
of services) pretty much killed ISDN in many countries, including the U.S. 
 
The ITU (International Telecommunication Union), an agency of the United Nations that has historically 
overseen telephone systems worldwide, defines NGN as packet-switched networks able to provide 
services, including telecommunications, over broadband, with Quality of Service enabled transport 
technologies, and in which service-related functions are independent from underlying transport-related 
technologies. It offers unrestricted access by users to different telecommunication service providers. It 
supports generalized mobility which will allow consistent and ubiquitous service to users. 
 
In practice, telco NGN has three main aspects: 
 

¶ In telco core networks, there is a consolidation (or convergence) of legacy transport networks 
based on X.25 and Frame Relay into the data networks based on TCP/IP (still, alas, mostly 
TCP/IPv4 so far). It also involves moving from circuit switched (mostly analog) voice technology 
(the Public Switched Telephone Network, or PSTN) to Voice over Internet Protocol (VoIP). So far, 
the move to VoIP is mostly internal to the telcos. What is in your house and company is good old 
POTS (Plain Old Telephone Service). 

¶ In the άlast mileέ, NGN involves migration from legacy split voice and data networks to Digital 
Subscriber Line (DSL), making it possible to finally remove the legacy voice switching 
infrastructure.  

¶ In cable access networks, NGN involves migration of constant bit rate voice to Packet Cable 
standards that provide VoIP and SIP services. These are provided over DOCSIS (Data Over Cable 
Service Interface Specification) as the cable data layer standard. DOCSIS 3.0 does include good 
support for IPv6, though it requires major upgrades to existing infrastructure. There is also a 
άDOCSIS 2.0 + IPv6έ standard which supports IPv6 even over the older DOCSIS 2.0 framework, 
typically requiring only a firmware upgrade in equipment. That will likely get rolled out before 
DOCSIS 3.0 can be (DOCSIS 3.0 requires hardware upgrades). 
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A major part of NGN is IMS (the IP Multimedia Subsystem). To understand IMS, I highly recommend the 
book άThe 3G IP Multimedia Subsystem (IMS) ς Merging the Internet and the Cellular Worldsέ, by 
Gonzalo Camarillo and Miguel A. Gaccia-Martin. This was published by John Wiley & Sons, in 2004. This 
book says that IMS (which is the future of all telephony) was designed to work only over IPv6, using 
DHCPv6, DNS over IPv6, ENUM, and SIP/RTP over IPv6. IMS is so IPv6 specific, that some of the primary 
concerns are how legacy IPv4-only SIP based user agents (hardphones and softphones) will 
communicate with the IPv6 core. One approach is to use dual-stack SIP proxies that can in effect 
translate between SIP over IPv4 and SIP over IPv6. Translation of the media component (RTP) is a bit 
trickier, and will be handled by Network Address Translation between IPv4 and IPv6.  Newer IPv6 
compliant user agents will be able to interoperate directly with the IMS core, without any gateways, and 
solve many problems. They are beginning to appear. I am using some from a great little company in 
Korea called Moimstone in my home today. 
 
The first άInternet over telco wireless serviceέ in early 2G networks was WAP (Wireless Application 
Protocol).WAP 1.0 was released in April 1998. WAP 1.1 followed in 1999, followed by WAP 1.2 in June 
2000. The Short Messaging System (SMS) was introduced. Only IPv4 was supported. Speed and 
capabilities were somewhat underwhelming. 
 
2.5G systems improved on WAP with GPRS (General Packet Radio Service), with theoretical data rates of 
56 to 114 Kbits/sec. GPRS included άalways onέ Internet access, Multimedia Messaging Service (MMS), 
and Point-to-point service. It increased the speed of SMS to about 30 messages/sec. Even Filipinos canΩt 
text that fast. As with WAP, only IPv4 was supported. 
 
2.75G systems introduced EDGE (Enhanced Data Rates for GSM Evolution), also known as EGPRS 
(Enhanced GPRS). EDGE service provided up to 2 Mbit/sec to a stationary or walking user, and 348 
Kbit/sec in a moving vehicle. IPv6 service has been demonstrated over EDGE, but is not widely deployed. 
 
3G systems introduced HSPA (High Speed Packet Access), which consisted of two protocols, HSDPA 
(High Speed Downlink Packet Access) with theoretical speeds of up to 14 Mbit/sec service, and HSUPA 
(High Speed Uplink Packet Access) with up to 5.8 Mbit/sec service. Real performance was again 
somewhat lower, but better than with EDGE. HSPA had good support for IPv6.  
 
The ƭŀǎǘ ƎŀǎǇ ŦƻǊ оD όǎƻƳŜǘƛƳŜǎ ŎŀƭƭŜŘ άоΦфDέύ ƛǎ LTE (Long Term Evolution). LTE is completely based on 
IP, and primarily (but as of recent versions of the 3GPP specification, no longer exclusively) based on 
IPv6. Earlier versions of the specification clearly described it with IPv6 mandatory and IPv4 support 
ƻǇǘƛƻƴŀƭΦ Lǘ Ƙŀǎ ƴƻǿ ōŜŜƴ ǊŜǿƻǊŘŜŘ ǘƻ ƳŀƪŜ Ƴƻǎǘ ŀǎǇŜŎǘǎ άLtǾпǾсέ όŘǳŀƭ-stack). 3G was still based on 
two parallel infrastructures (circuit switched and packet switched). LTE is packet switched only όά!ƭƭ Ltέύ. 
¢ƘŜǊŜ ŀǊŜ ŀ ŦŜǿ ŘŜǇƭƻȅƳŜƴǘǎ ƻŦ [¢9 όǎƻƳŜ ƻŦ ǿƘƛŎƘ ŀǊŜ ŘŜǎŎǊƛōŜŘ ƛƴŎƻǊǊŜŎǘƭȅ ŀǎ άпDέύ ŀǊƻǳƴŘ ǘƘŜ ǿƻǊƭŘΦ 
 
4G systems (now being designed) complete the transition to all IP and even higher speed wireless 
transports. They will use an all-IP infrastructure for both wired and wireless. The specification for 4G 
claims peak downlink rates of at least 100 MBit/sec, and uplink of at least 50 Mbit/sec. 4G requires a 
άflatέ IP infrastructure (no NAT), which can only be accomplished with IPv6. IPv4 address space 
depletion will happen before 4G is rolled out, so IPv4 is not even an option. IPTV is a key part of 4G, 
which requires fully functional multicast, scalable to very large customer bases. That also requires IPv6. 
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So, clearly ǘƘŜ ¢ŜƭŎƻΩǎ NGN is moving more and more towards IPv6 in the near future, but current 
deployments are still mostly IPv4. However, NGN is just as clearly not the Second Internet described in 
this book. You might say that NGN (once it reaches 4G) will be just another one of the major applications 
hosted on the Second Internet.  
 
There will be much more to the Second Internet than just telephony, including most broadcast 
entertainment, exciting new possibilities for non-telephonic communication paradigms (fully 
decentralized instant messaging, and peer-to-peer collaboration), smart building sensor and control 
systems, and ubiquitous connectivity in essentially all consumer electronics, including MP3 players, 
electronic book readers, cameras and personal health monitoring. It will also impact automotive design. 
See www.car-to-car.org ŦƻǊ ǎƻƳŜ ŜȄŎƛǘƛƴƎ ƴŜǿ ŎƻƴŎŜǇǘǎ ƛƴ άŎƻƻǇŜǊŀǘƛǾŜ LƴǘŜƭƭƛƎŜƴǘ ¢ǊŀƴǎǇƻǊǘ {ȅǎǘŜƳǎέ 
that depend heavily on IPv6 concepts such as Networks in Motion (NEMO, RFC 3963) and ad-hoc 
networks. In fact, only IPv6 is being used in their designs, although it is a slightly modified version of IPv6 
that is missing some common functionality such as Duplicate Address Detection. Their modified IPv6 
runs on top of a new, somewhat unusual Link Layer called the C2C Communication Network, which itself 
is built on top of IEEE 802.11p, also known as WAVE (Wireless Access in Vehicular Environments). 
  
 
1.6.2 ς Is Internet2 the Second Internet? 
 
Internet2 is an advanced academic and industrial consortium led by the research and education 
community, including over 200 higher education institutions and the research departments of a number 
of large corporations. They have deployed a world-wide research network called the Internet2 Network. 
While IPv6 is definitely being used on the Internet2 network, their scope goes well beyond IPv6, in such 
areas as network performance. The first part of the Internet2 network (called Abilene) was built in 1998, 
running at 10Gbit/sec (even over WAN links). It was associated with the National Lambda Rail (NLR) 
project for some time. Internet2 and NLR have since split and moved forward along two different paths. 
Today, most links in the global Internet2 network are running at 100Gbit/sec. This is over 1000 times 
faster than typical WAN links used by major corporations today. It is even 10 to 100 times faster than 
state of the art LANs. 
 
Internet2 also features advanced research into secure identity and access management tools, on-
demand creation and scheduling of high-bandwidth, high-performance circuits, layer 2 VPNs and 
dynamic circuit networks (DCNs).  
 
A recent survey of Internet2 sites showed that only a small percentage of them have even basic IPv6 
functionality deployed, such as IPv6 DNS, e-mail or VoIP over IPv6.  
 
Essentially Internet2 is primarily concerned more with extreme high-end performance (100Gbit/sec and 
up), and very advanced networking concepts not likely to be used in real-world systems for decades. 
Although they do profess support for IPv6, they have not aggressively deployed it, and it is definitely not 
central to their efforts. They are doing little or no work on IPv6 itself, or in new commercial applications 
based on IPv6. I guess those areas are not very exciting to academicians. 
 
The real world Second Internet I am writing about in this book will be built primarily with equipment that 
mostly has the same performance as current First Internet sites (no more than 100Mbit/sec on WAN 
links for some time to come, and only that high in advanced countries). In much of the world today 
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1.5Mbit/sec to 10Mbit/sec is considered good. Maybe 100Gbit/sec will be widely deployed by 2030 to 
2040, but ultra high performance is not necessary to provide the revolutionary benefits described in this 
book. To give you an idea, Standard Definition (SD) TV requires about 2Mbit/sec bandwidth per channel, 
and High Definition (HD) TV requires about 7 to 10 MBit/sec bandwidth per simultaneously viewed 
channel. That is about the most bandwidth intensive application you will likely see for most users for 
some time to come. Voice only requires about 8 to 64 Kbit/sec for good quality. In Japan and Korea 
today, home Internet accounts typically have about 50 to 100 Mbit/sec performance. In my hotel room 
in Tokyo recently, I measured 42 Mbit/sec throughput. That is enough for almost any use today. Most 
users would be really challenged to make effective use of 100 Gbit/sec bandwidth, even in companies. 
With that bandwidth you could download the entire Encyclopedia Britannica in just a few seconds 
(including images), or an entire Blu-Ray movie (about 25 GBytes on average) in about 2 seconds. 
 
The necessary equipment and applications for the Second Internet can in many cases be created with 
software or firmware upgrades (except for older and low-end devices that donΩt have enough RAM or 
ROM to handle the more complex software, and in high end telco and ISP products that include 
hardware acceleration). If you look at the products created by my company (www.infoweapons.com), 
you will see what I think are some of the most important components that are needed to build the 
Second Internet: a dual stack DNS/DHCP appliance, a dual stack firewall with 6in4 tunneling, and a dual 
stack VoIP server (IP PBX). We will soon be releasing a dual stack network monitoring appliance as well. 
 
The main technical advantages of the Second Internet will not be higher bandwidth, but the vastly larger 
address space, the restoration of the flat address space (elimination of NAT), and the general availability 
of working multicast. All of these are made possible by migration to IPv6, which involves insignificant 
costs compared to supporting 100Gbit/sec WAN links. Perhaps generally available WAN bandwidth in 
that range will be what characterizes the Third Internet. 
 
You can find out more about Internet2 on their homepage, http://www.internet2.edu. 
 
So, Internet2 (despite the name) is not the Second Internet I am writing about. Internet2 is primarily an 
academic exercise that will not bear fruit for many decades. What they are doing is very important in 
the long run, but it does not address, and will not solve, the really major problems facing the First 
Internet today. The Second Internet is being rolled out today, and will be largely functional before the 
last IPv4 address is given out by the RIRs, probably sometime in 2011. That event will mark the end of 
the First (IP4-only) Internet. 
 
 
1.6.3 ς Is Web 2.0 the Second Internet? 
 
CƛǊǎǘΣ ƛŦ ȅƻǳ ǘƘƛƴƪ ǘƘŀǘ ǘƘŜ ǘŜǊƳǎ ά²ƻǊƭŘ ²ƛŘŜ ²Ŝōέ ŀƴŘ άLƴǘŜǊƴŜǘέ ŀǊŜ ǎȅƴƻƴȅƳƻǳǎΣ ƭŜǘ ƳŜ ŜȄǇŀƴŘ ȅƻǳǊ 
worldview bitΣ ƛƴ ǘƘŜ ǎŀƳŜ ǿŀȅ ǘƘŀǘ /ƻǇŜǊƴƛŎǳǎ ŘƛŘ ŦƻǊ ǇŜƻǇƭŜΩǎ ǾƛŜǿ ƻŦ ƻǳǊ {ƻƭŀǊ {ȅǎǘŜƳ ōŀŎƪ ƛƴ ǘƘŜ 
ƳƛŘ мрллǎΦ ¢ƘŜ ά²ƻǊƭŘ ²ƛŘŜ ²Ŝōέ ƛǎ ōŀǎƛŎŀƭƭȅ one service that runs on a much larger, more complex 
thing which is called the Internet. The web is a simple client-server system based on HTTP (HyperText 
Transfer Protocol) and HTML (HyperText Markup Language). Due to extremely serious limitations and 
inefficiencies of these standards, both have been enhanced and extended numerous times. The result is 
still not particularly elegant to real network software designers or engineers, but it has clearly had a 
major impact on the world. The technology of the web was a refinement and convergence of several 
ideas and technologies that were in use before HTML and HTTP were created by Tim Berners-Lee in the 
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late 1980s, at CERN. But there is lot to the Internet beyond the web (e-mail, instant messaging, video 
conferencing, VoIP, file transfer, P2P, VPNs, IPTV, etc). There are thousands of Internet protocols, of 
which the web uses two (HTTP and HTTPS). 
 
HyperText, WAIS/SGML and Gopher 
 
The terms HyperText and HyperMedia were coined by Ted Nelson in 1965, at Brown University. These 
terms referred to online text documents (or rich media, including pictures, sound, and other media 
content) that contained links that allowed building paths from any word or phrase in the document to 
other parts of the same document, or parts of other documents that were also online. In August 1987, 
Apple Computer released the first commercial HyperText based application, called HyperCard, for the 
Macintosh. There were already document storage and retrieval systems on the early Internet, such as 
WAIS (Wide Area Information Server). WAIS was based on the ANSI Z39.50:1988 standard, and was 
developed in the late 1980s by a group of companies including Thinking Machines, Apple Computer, 
Dow Jones and KPMG Peat Marwick. As with the web, there were both WAIS servers and clients. A later 
version of WAIS was based on ANSI Z39.50:1992, which included SGML (Standard Generalized Markup 
Language, ISO 8879:1986) for more professional looking documents. There was another Internet 
application called Gopher (University of Minnesota, circa 1991) that could distribute, search for, and 
retrieve documents. Gopher was also primarily text based, and imposed a very strict hierarchical 
structure on information. 
 
HTML and HTTP 
 
Tim Berners-Lee combined these three concepts (HyperText, WAIS/SGML and Gopher document 
retrieval) to create HTTP and HTML. HTML was a very watered down and limited markup language 
compared to SGML. SGML is capable of created highly sophisticated, professional looking books. IN 
ŎƻƳǇŀǊƛǎƻƴΣ I¢a[ ŀƭƭƻǿǎ ǾŜǊȅ ƭƛƳƛǘŜŘ ŎƻƴǘǊƻƭ ƻǾŜǊ ǘƘŜ Ŧƛƴŀƭ ŀǇǇŜŀǊŀƴŎŜ ƻŦ ǘƘŜ ŘƻŎǳƳŜƴǘ ƻƴ ǘƘŜ ŎƭƛŜƴǘΩǎ 
screen. HTTP was a very simple protocol designed to serve HTML documents to HTTP client programs 
called web browsers. A basic HTTP server can be written in one afternoon, and consists of about half a 
ǇŀƎŜ ƻŦ ǘƘŜ / ǇǊƻƎǊŀƳƳƛƴƎ ƭŀƴƎǳŀƎŜ όLΩǾŜ ŘƻƴŜ ƛǘΣ ŀƴŘ ǊŜǘǊƛŜǾŜŘ ŘƻŎǳƳŜƴǘs from it with a standard 
browser). The first browser (Lynx, 1992) was very limited (text only, but including hypertext links). In 
1993, at the National Center for Supercomputing Applications (NCSA) at the University of Illinois, the 
first Mosaic web browser was created (running on X Windows in UNIX). Because it was created for use 
on X Windows (a platform with good support for computer graphics), many graphics capabilities were 
added. With the release of web browsers for PC and Macintosh, the number of servers went from 500 in 
1993 to 10,000 in 1994. The World Wide Web has since grown to millions of servers and many versions 
of the web client (Internet Explorer, Mozilla Firefox, Safari, Opera, Chrome, ŜǘŎύΦ LǘΩǎ ōŜŜƴ ǎƻ ǎǳŎŎŜǎǎŦǳƭ 
that a lot of people today think that the World Wide Web is the Internet. 
 
Web 2.0 
 
The term Web 2.0 was first coined by Darcy DiNucci in 1999, in a magazine article. The current usage 
ŘŀǘŜǎ ŦǊƻƳ ŀƴ ŀƴƴǳŀƭ ŎƻƴŦŜǊŜƴŎŜ ǘƘŀǘ ōŜƎŀƴ ƛƴ нллпΣ ŎŀƭƭŜŘ ά²Ŝō нΦлέΣ ƻǊƎŀƴƛȊŜd and run by Tim 
hΩwŜƛƭƭȅ όƻǿƴŜǊ ƻŦ hΩwŜƛƭƭȅ aŜŘƛŀΣ ǇǳōƭƛǎƘŜǊ ƻŦ Ƴŀƴȅ ŜȄŎŜƭƭŜƴǘ ŎƻƳǇǳǘŜǊ ōƻƻƪǎύΦ  
 
Many of the promoters of the term Web 2.0 characterize what came before (which they call Web 1.0) as 
ōŜƛƴƎ ά²Ŝō ŀǎ LƴŦƻǊƳŀǘƛƻƴ {ƻǳǊŎŜέΦ ²Ŝō мΦл ƛǎ ōŀǎŜŘ ƻƴ ǘechnologies such as PHP, Ruby, ColdFusion, 
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tŜǊƭΣ tȅǘƘƻƴ ŀƴŘ !{t ό!ŎǘƛǾŜ {ŜǊǾŜǊ tŀƎŜǎύΦ Lƴ ŎƻƳǇŀǊƛǎƻƴΣ ²Ŝō нΦл ƛǎ άbŜǘǿƻǊƪ ŀǎ tƭŀǘŦƻǊƳέΣ ƻǊ ǘƘŜ 
άǇŀǊǘƛŎƛǇŀǘƻǊȅ ǿŜōέΦ Lǘ ǳǎŜǎ ǎƻƳŜ ƻǊ ŀƭƭ ƻŦ ǘƘŜ ǘŜŎƘƴƻƭƻƎƛŜǎ ƻŦ ²Ŝō мΦлΣ Ǉƭǳǎ ƴŜǿ ǘƘƛƴƎǎ ǎǳŎƘ ŀǎ 
Asynchronous JavaScript, XML, Ajax, Adobe Flash and Adobe Flex. Typical Web 2.0 applications are the 
Wiki όŀƴŘ ǘƘŜ ǿƻǊƭŘΩǎ ōƛƎƎŜǎǘ ²ƛƪƛΣ ǘƘŜ Wikipedia), blogging sites, social networking sites like FaceBook, 
video publishing sites like YouTube, photographic snapshot publishing sites like Flickr, Google Maps, etc. 
 
Andrew Keen (British-American entrepreneur and author) claims that Web 2.0 has created a cult of 
digital narcissism and amateurism, which undermines the very notion of expertise. It allows anyone 
anywhere to share their own opinions and content, regardless of their talent, knowledge, credentials, or 
ōƛŀǎΦ Lǘ ƛǎ άŎǊŜŀǘƛƴƎ ŀƴ ŜƴŘƭŜǎǎ ŘƛƎƛǘŀƭ ŦƻǊŜǎǘ ƻŦ ƳŜŘƛƻŎǊƛǘȅΥ ǳƴƛƴŦƻǊƳŜŘ ǇƻƭƛǘƛŎal commentary, unseemly 
ƘƻƳŜ ǾƛŘŜƻǎΣ ŜƳōŀǊǊŀǎǎƛƴƎƭȅ ŀƳŀǘŜǳǊƛǎƘ ƳǳǎƛŎΣ ǳƴǊŜŀŘŀōƭŜ ǇƻŜƳǎΣ Ŝǎǎŀȅǎ ŀƴŘ ƴƻǾŜƭǎΦέ IŜ ŀƭǎƻ ǎŀȅǎ 
ǘƘŀǘ ²ƛƪƛǇŜŘƛŀ ƛǎ Ŧǳƭƭ ƻŦ άƳƛǎǘŀƪŜǎΣ ƘŀƭŦ ǘǊǳǘƘǎ ŀƴŘ ƳƛǎǳƴŘŜǊǎǘŀƴŘƛƴƎǎέΦ tŜǊƘŀǇǎ ²Ŝō нΦл Ƙŀǎ ƳŀŘŜ ƛǘ too 
easy for the mass public to participate. Tim Berners-[ŜŜΩǎ ǘŀƪŜ ƻƴ ²Ŝō нΦлΣ ƛǎ ǘƘŀǘ ƛǘ ƛǎ Ƨǳǎǘ ŀ άǇƛŜŎŜ ƻŦ 
ƧŀǊƎƻƴέΦ Lƴ ǘƘŜ ŦƛƴŜǎǘ ǘǊŀŘƛǘƛƻƴ ƻŦ ²Ŝō нΦл ǘƘŜǎŜ ŎƻƳƳŜƴǘǎΣ ǿƘƛŎƘ ǿŜǊŜ ŦƻǳƴŘ ƛƴ ǘƘŜ ²ƛƪƛǇŜŘƛŀ ŀǊǘƛŎƭŜ ƻƴ 
Web 2.0, probably include some mistakes, half-truths and misunderstandings. 
 
Basically, Web 2.0 does not introduce any revolutionary new technology or protocols; it is more a 
refinement of what was already being done on the web, in combination with a new emphasis on end-
users becoming not just passive consumers, but also producers of web content. The Second Internet will 
actually help make Web 2.0 work better, as it removes the barriers that have existed in the First Internet 
since the introduction of NAT to anyone becoming a producer of content. If anything, on the Second 
Internet, these trends will be taken even further by decentralizing things. There will be no need for 
centralized sites like YouTube or Flickr to publish your content, just more sophisticated search engines 
or directories that will allow people to locate content that will be scattered all over the world. Perhaps 
that will be the characterizing feature of Web 3.0?  
 
²Ŝō нΦл ƛǎ ŀ ǊŜŀƭƭȅ ƳƛƴƻǊ ǘƘƛƴƎ ŎƻƳǇŀǊŜŘ ǘƻ ǘƘŜ {ŜŎƻƴŘ LƴǘŜǊƴŜǘΦ ²Ƙŀǘ ƛǎƴΩǘ ǇǳǊŜ ƳŀǊƪŜǘƛƴƎ ƘȅǇŜ ƛǎ ŀƴ 
evolutionary development of one of the major services (the World Wide Web) out of perhaps a dozen 
that the Second Internet will be capable of hosting. These include global telephony, newer forms of 
communication like decentralized instant messaging, major new Peer to Peer applications (not just file 
sharing), global broadcast entertainment via multicast IPTV, connectivity between essentially all 
consumer electronic products, personal healthcare sensor nets, smart building sensor nets, etc.  
 
 
1.7 ς Whatever Happened to IPv5? 
 
Two of the coƳƳƻƴ ǉǳŜǎǘƛƻƴǎ ǇŜƻǇƭŜ ŀǎƪ ǿƘŜƴ ǘƘŜȅ ǎǘŀǊǘ ǊŜŀŘƛƴƎ ŀōƻǳǘ LtǾс ƛǎ άLŦ ƛǘΩǎ ǘƘŜ ƴŜȄǘ ǾŜǊǎƛƻƴ 
after IPv4Σ ǿƘȅ ƛǎƴΩǘ ƛǘ ŎŀƭƭŜŘ IPv5Κέ and ά²Ƙŀǘ ƘŀǇǇŜƴŜŘ ǘƻ ǘƘŜ first three ǾŜǊǎƛƻƴǎ ƻŦ LtΚέ  
 
There is a four bit field in every IP packet header that contains the IP version number in binary. In IPv4, 
that field contains the binary value 0100 (4 in decimal) in every packet. An earlier protocol (defined in 
wC/ ммфлΣ ά9ȄǇŜǊƛƳŜƴǘŀƭ LƴǘŜǊƴŜǘ {ǘǊŜŀƳ tǊƻǘƻŎƻƭΣ ±ŜǊǎƛƻƴ н ό{¢-LLύέΣ hŎǘƻōŜǊ мффлύ ǳǎŜŘ ǘƘŜ ōƛƴŀǊȅ 
pattern 0101 (5 in decimal) in the IP version field of the packet header. The Internet Stream Protocol 
ǿŀǎ ƴƻǘ ǊŜŀƭƭȅ ŀ ǊŜǇƭŀŎŜƳŜƴǘ ŦƻǊ LtǾпΣ ŀƴŘ ƛǎƴΩǘ ŜǾŜƴ ǳǎŜŘ ǘƻŘŀȅΣ ōǳǘ ǳƴŦƻǊǘǳƴŀǘŜƭȅ ǘƘŜ ōƛƴŀǊȅ ǇŀǘǘŜǊƴ 
0101 was allocated to it. The next available bit pattern was 0110 binary (6 in decimal). It would be even 
more embarrassing than explaining that there was no IPv5, to explain why the IP Version Number field 
for IPv5 contained the value 6. Now you know. 



21 

 

 
So what did happen to IPv1, IPv2 and IPv3? Well, TCP went through three versions (including all the 
functionality of IP) before IP was split out into a separate protocol in RFC 791. So, IP began its 
independent existence at version 4 (kind of like Windows NT starting life at version 3.1).  
 
No protocols called IPv1, IPv2, IPv3 or IPv5 ever existed. IPv4 was the first release of the Internet 
Protocol (1G Internet), and IPv6 is the second release (2G Internet). Hence my name for the Internet 
based on it: the Second Internet. 
 
There have been rumors about an IPv9 protocol in China. A Venture Capital firm in Hong Kong actually 
ŀǎƪŜŘ ƳŜ ƛŦ /Ƙƛƴŀ ǿŀǎ ŀƭǊŜŀŘȅ ǘƘŀǘ ŦŀǊ ŀƘŜŀŘ ƻŦ ǘƘŜ ǊŜǎǘ ƻŦ ǘƘŜ ǿƻǊƭŘΣ ŀƴŘ ǎƘƻǳƭŘƴΩǘ ǿŜ ōŜ ǎǳǇǇƻǊǘƛƴƎ 
their version? It seems some researcher in a university there published ŀ ǇŀǇŜǊ ƻƴ ŀƴ άLtǾфέΣ ōǳǘ ƛǘ ǿŀǎ 
ƴŜǾŜǊ ƛƳǇƭŜƳŜƴǘŜŘΣ ŀƴŘ ǿŀǎƴΩǘ ŀ ǊŜǇƭŀŎŜƳŜƴǘ ŦƻǊ LtǾп όƭŜǘ ŀƭƻƴŜ LtǾсύ ŀƴȅǿŀȅΦ Lǘ ǿŀǎ ŀ ǿŀȅ ǘƻ ǳǎŜ мл 
digit decimal phone numbers in a modified DNS implementation instead of alphanumeric domain 
names, for all nodes on the Internet.  I guess if you speak only Chinese, a 10 digit numeric string may 
seem easier to use than an English domain name using Latin characters. Fortunately for Chinese 
speakers, we will soon have Internationalized Domain Names in Chinese and other languages.  
 
ActuallyΣ ǘƘŜǊŜ ƛǎ ŀ ǊŜŀƭ wC/ ŀōƻǳǘ LtǾфΣ ǿƘƛŎƘ ȅƻǳ ƳƛƎƘǘ ŜƴƧƻȅ ǊŜŀŘƛƴƎΦ {ŜŜ wC/ мслсΣ ά! IƛǎǘƻǊƛŎŀƭ 
tŜǊǎǇŜŎǘƛǾŜ hƴ ¢ƘŜ ¦ǎŀƎŜ ƻŦ Lt ±ŜǊǎƛƻƴ фέΣ !ǇǊƛƭ мΣ мффпΦ ¢Ƙƛǎ Ƙŀǎ ƴƻǘƘƛƴƎ ǘƻ Řƻ ǿƛǘƘ ǘƘŜ /ƘƛƴŜǎŜ LtǾфΣ 
and is much funnier. This RFC is a netǿƻǊƪ ŜƴƎƛƴŜŜǊΩǎ ŜǉǳƛǾŀƭŜƴǘ ǘƻ ŀƴ ƛƴǘŜƎǊŀǘŜŘ ŎƛǊŎǳƛǘ data sheet I 
once saw, concerning a logic gate (circuit) ŎŀƭƭŜŘ ŀ άƳŀȅōŜ ƎŀǘŜέΦ ¢Ƙƛǎ ƎŀǘŜ ƛǎ ǎƛƳƛƭŀǊ ǘƻ άƻǊ ƎŀǘŜǎέΣ άŀƴŘ 
ƎŀǘŜǎέ ŀƴŘ άƴŀƴŘ ƎŀǘŜǎέΦ ¢ƘŜǊŜ ǿŜǊŜ ǘǿƻ ƛƴǇǳǘǎ ǘƻ ǘƘŜ ƳŀȅōŜ ƎŀǘŜΣ ŜŀŎƘ ƻŦ which could be logic 0 or 
logic 1. The output was άmaybe 1, maȅōŜ лέΣ ƛǘ ŀƭƭ ŘŜǇŜƴŘŜŘ ƻƴ Ƙƻǿ ǘƘŜ ƎŀǘŜ felt right then. Please 
notice the release date of RFC 1606. 
 
 
1.8 ς [ŜǘΩǎ 9ƭƛƳƛƴŀǘŜ ǘƘŜ aƛŘŘƭŜ aŀƴ 
 
One of the things that the Second Internet does better than anything is disintermediation. Just as e-mail 
eliminated the need for a central Post Office, the features of the Second Internet will eliminate the need 
for many existing centralized organizations and services. With a real decentralized end-to-end 
ŎƻƴƴŜŎǘƛǾƛǘȅ ƳƻŘŜƭΣ ǘƘŜǊŜ ƛǎ ƴƻ ƴŜŜŘ ŦƻǊ ǘǿƻ ǳǎŜǊǎ ǘƻ ŎƻƴƴŜŎǘ ǘƻ ŀ ŎŜƴǘǊŀƭ ǎŜǊǾŜǊ όǎǳŎƘ ŀǎ !h[Ωǎ Lƴǎǘŀƴǘ 
Messenger Service) in order to chat with each other. They will simply connect directly to each other. 
¢ƘŀǘΩǎ ƘŀǊŘ ǘƻ Řƻ ǘƻŘŀȅΣ because of NAT. 
 
The restoration of the original (pre-NAT) flat address space, and the plethora of addresses will allow 
anyone or anything to connect directly to anyone or anything ƻƴ ǘƘŜ {ŜŎƻƴŘ LƴǘŜǊƴŜǘΦ LǘΩǎ ƎƻƛƴƎ ǘƻ ōŜ ŀ 
very different online world. Many business models will go by the way, and many new ones will explode 
on the scene and make some new entrepreneurs very wealthy. Someone will need to provide 
centralized directory and presence servers that will let people locate each other, so that they can 
connect directly to each other. 
 
A number of years ago, a gentleman in my previous home town of Atlanta, Georgia (home to Coka-Cola, 
and UPS) had a small UHF TV station (WTBS, Channel 17) that mostly broadcast old movies and Atlanta 
Braves baseball, both of which he loved. He was one of the first people to realize that he could relay his 
¢± ǎǘŀǘƛƻƴΩǎ ǎƛƎƴŀƭ ǘƘǊƻǳƎƘ ŀ ǘǊŀƴǎǇƻƴŘŜǊ ƻƴ ŀ ƎŜƻ-stationary satellite όάǘƘŀǘΩǎ ŀ ǊŜŀƭƭȅ ǘŀƭƭ ōǊƻŀŘŎŀǎǘ 
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ŀƴǘŜƴƴŀέύ, and the rest is history. The man was Ted Turner, and his bright idea created the Turner 
Broadcast System (TBS), which along the way produced CNN, CNN Headline News, Cartoon Network, 
Turner Network Television (TNT), and many other things. His success allowed him to buy the Braves 
baseball team, and the entire film library of MGM (not to mention a famous starlet wife, sometimes also 
ŎŀƭƭŜŘ άIŀƴƻƛ WŀƴŜέ). When he began relaying his Channel 17 signal, his viewership went from maybe 
10,000 to 10,000,000 virtually overnight. That was a world changing insight. 
 
Some bright entrepreneur is going to realize that global multicast IPTV is the same kind of opportunity. 
Wonder what he (or she) will create with the wealth thereby generated? What country will they be 
ŦǊƻƳΚ LΩƳ ōŜǘǘƛƴƎ LƴŘƛŀΦ 
 
 I did warn you that this is revolutionary, highly disruptive technology. However, with great disruption 
comes great opportunity. 
 
 
1.9 ς Why Am I the One Writing This Book? Just Who Do I Think I Am, Anyway? 
 
I have been personally involved in helping create ŀƴŘ ŘŜǇƭƻȅ ǘƘŜ {ŜŎƻƴŘ LƴǘŜǊƴŜǘ ŦƻǊ Ƴŀƴȅ ȅŜŀǊǎΦ LΩǾŜ 
spoken at IPv6 summits around the world, including Beijing, Seoul, Kuala Lumpur, Manila, Taipei, 
Potsdam and Washington D.C. I have so far invested 8 years of my life and about $7M of my own 
personal funds (which came from selling a previous Internet based venture called CipherTrust where I 
was cofounder). I have relocated myself and my family from the United States to Asia to be where the 
action is (in these early days, the Second Internet really is somewhat of an άAsian thingέ, but soon 
enough it will be worldwide)Φ LΩǾŜ ōǳƛƭǘ ŀ ŎƻƳǇŀƴȅ ǘƘŀǘ ƴƻǿ Ƙŀǎ ǎƛȄ ȅŜŀǊǎ ƻŦ ŜȄǇŜǊƛŜƴŎŜΣ ŘŜŜǇ Ǉƻƻƭǎ ƻŦ 
expertise, and already three critical products needed to build networks for the Second Internet (with 
two more products underway). We have recently been certified as one of the six official IPv6 Ready 
ǘŜǎǘƛƴƎ ŎŜƴǘŜǊǎ ƛƴ ǘƘŜ ǿƻǊƭŘΦ ¢Ƙƛǎ ƛǎ ōȅ ŦŀǊ ǘƘŜ ōƛƎƎŜǎǘ ƻǇǇƻǊǘǳƴƛǘȅ LΩǾŜ ǎŜŜƴ ƛƴ Ƴȅ от ȅŜŀǊǎ ƛƴ L¢Φ 
 
Now, have I gotten your attention? Great ς ƴƻǿ ƭŜǘΩǎ ŜȄǇƭƻǊŜ Ƨǳǎǘ ǿƘŀǘ ǘhe Second Internet is all about. 
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Chapter 2 ɀ History of Computer Networks Up to TCP/IPv4  
 

A long time ago (in a Galaxy not too far away), people started connecting computers together. A few 
brave souls tried to do this with dial-up 1200 baud modems over phone lines. Pioneers brought up 
Bulletin Board Systems (message boards that one person at a time could dial into and exchange short 
messages, and later small files, with each other). I brought up the 8th BBS in the world, in Atlanta, about 
1977, using code from the original CBBS in Chicago (created by Ward Christensen and Randy Suess) and 
a modem donated by my friend Dennis Hayes (of Hayes Microcomputer Products). Later there were 
thousands of online Bulletin Board Systems, all over the world. Soon there followed commercial 
άƛƴŦƻǊƳŀǘƛƻƴ ǳǘƛƭƛǘƛŜǎέ ƭƛƪŜ /ƻƳǇǳ{ŜǊǾŜ and The SourceΣ ǿƘƛŎƘ ǿŜǊŜ ƭƛƪŜ Ǝƛŀƴǘ ..{ΩŜǎ ǿƛǘƘ Ƴŀƴȅ ƳƻǊŜ 
features. Tens of thousands of users could connect to these simultaneously. It was like the first crude 
approximation to the Internet of today, based on circuit switched connections over telephone lines. 
Everything was text oriented (non-graphical) and very slow. 1200 bits/sec was typical at first, although 
later modems with speeds of 2400 bits/sec, 9600 bits/sec, 14.4KB/sec, 28.8KB/sec and finally 56KB/sec 
were developed and came into widespread use. Later these modems were primarily used to dial into an 
ISP to connect to the Internet, and some people are still using them this way. 
 
 
2.1 ς Real Computer Networking 
 
While home computer users were playing around with modems and bulletin board systems, the big 
ŎƻƳǇǳǘŜǊ ŎƻƳǇŀƴƛŜǎ ǿŜǊŜ ǿƻǊƪƛƴƎ ƻƴ ǿŀȅǎ ǘƻ ŎƻƴƴŜŎǘ άǊŜŀƭέ ŎƻƳǇǳǘŜǊǎ ŀǘ ƘƛƎƘŜǊ ǎǇŜŜŘǎΣ ŀƴŘ ǿƛǘƘ 
much more complex software.  
 
 
2.1.1 ς Ethernet and Token Ring 
 
Much of this was based on Ethernet, which was created by a team at Xerox PARC led by Robert Metcalf 
between 1973 and 1975. The first specification (1976) ran at 3 Mbit/sec. Metcalf left PARC in 1979 to 
create 3com and create commercial products based on Ethernet. Working together with DEC, Intel and 
·ŜǊƻȄ όƘŜƴŎŜ ǘƘŜ ά5L·έ ǎǘŀƴŘŀǊŘύΣ оŎƻƳ ǊŜƭŜŀǎŜŘ ǘƘŜ ŦƛǊǎǘ ŎƻƳƳŜǊŎƛŀƭ ǇǊƻŘǳŎǘǎ ǊǳƴƴƛƴƎ ŀǘ мл a.ƛǘκǎŜŎΦ 
Ethernet was standardized in 1980 by the IEEE (Institute for Electrical and Electronic Engineers) as 802.3. 
Early versions ran on 10base2 (a small diameter coax cable) or 10base5 (a larger diameter coax cable). 
¢ƘŜǎŜ ǳǎŜŘ ŀ άƳǳƭǘƛŘǊƻǇέ ŀǊŎƘƛǘŜŎǘǳǊŜΣ ǿƘƛŎƘ ǿŀǎ ǎǳōƧŜŎǘ ǘƻ Ƴŀƴȅ ǊŜliability problems. With the 
ƛƴǘǊƻŘǳŎǘƛƻƴ ƻŦ ǘƘŜ ǎƛƳǇƭŜǊ ǘƻ ŘŜǇƭƻȅ ŀƴŘ ƳŀƴŀƎŜ άǳƴǎƘƛŜƭŘŜŘ ǘǿƛǎǘŜŘ ǇŀƛǊέ όŀŎǘǳŀƭƭȅ п ǇŀƛǊΣ ƻǊ у ǿƛǊŜύ 
ŎŀōƭŜǎ όƪƴƻǿƴ ŀǎ млōŀǎŜ¢Σ ƳƛŘ мфулǎύΣ ŀƴŘ ǎǘŀǊ ŀǊŎƘƛǘŜŎǘǳǊŜǎ ǳǎƛƴƎ άƘǳōǎέ ŀƴŘ ƭŀǘŜǊ άǎǿƛǘŎƘŜǎέΣ ƭƻŎŀƭ 
area networks really took off. Today, virtually all Ethernet networks use twisted pair copper wire (up to 
gigabit speed) or fiber optic cable (for higher speed and longer runs). I helped deploy a 10base2 coax 
Ethernet network in Hong Kong in 1993. Trust me, twisted pair cabling is a lot easier. 
 
L.a ŦƻǊ Ƴŀƴȅ ȅŜŀǊǎ ǇǳǎƘŜŘ ŀ ŎƻƳǇŜǘƛƴƎ ǇƘȅǎƛŎŀƭ ƭŀȅŜǊ ƴŜǘǿƻǊƪ ǎǘŀƴŘŀǊŘ ŎŀƭƭŜŘ ά¢ƻƪŜƴ wƛƴƎέ όƭŀǘŜǊ 
standardized as IEEE 802.5). Token Ring was available in 4 Mbit/sec and 16 Mbit/sec versions. Later, a 
100 Mbit/sec version was created, but by then Ethernet dominated the market and Token Ring quietly 
disappeared. FDDI (Fiber Distributed Data Interface) still in use today is based on the token ring concept. 
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2.1.2 ς Network Software 
 
Network software quickly evolved once Ethernet and Token Ring hardware became available. One of the 
Ƴŀƛƴ Ǝƻŀƭǎ ǿŀǎ ǘƻ άƘƛŘŜέ ǘƘŜ ŘƛŦŦŜǊŜƴŎŜǎ ōŜǘǿŜŜƴ ǾŀǊƛƻǳǎ ƘŀǊŘǿŀǊŜ ƭŜǾŜƭ ǘŜŎƘƴƻƭƻƎƛŜǎ ό9ǘƘŜǊƴŜǘΣ ¢ƻƪŜƴ 
Ring, Wireless, etc) from the higher level software. This led to the multiple layers of the network stack. 
The bottom layer is very hardware specific, and the upper layers introduce more and more hardware 
independence, so that applications can be written once, and run over any hardware transport. 
 
Digital Equipment was one of the first to create networking software with DECNET (1975). IBM had 
System Network Architecture (SNA, 1974). Xerox created the PARC Universal Packet protocol (PUP, late 
тлΩǎύ ǿƘƛŎƘ ŜǾŜƴǘǳŀƭƭȅ ŜǾƻƭǾŜŘ ƛƴǘƻ ·ŜǊƻȄ bŜǘǿƻǊƪ {ŜǊǾƛŎŜǎ ό·b{Σ ŜŀǊƭȅ улΩǎύ ŀǘ t!w/ όtŀƭƻ !ƭǘƻ wŜǎŜŀǊŎƘ 
Center). XNS was the basis for the later Banyan VinŜǎ bŜǘǿƻǊƪ h{Σ ōŀǎŜŘ ƻƴ ά±ƛƴŜǎ Ltέ όǎƛƳƛƭŀǊ ǘƻ ōǳǘ 
incompatible with IPv4 from TCP/IP). Banyan Vines included the first network directory service, called 
ά{ǘǊŜŜǘ¢ŀƭƪέΦ ·b{ ŀƭǎƻ ǿŀǎ ǘƘŜ ōŀǎƛǎ ŦƻǊ bƻǾŜƭƭ bŜǘǿŀǊŜ (IPX/SPX, 1983), which eventually added its own 
Netware Directory Services (NDS, 1993). NetWare did not fully support TCP/IP until 1998, which allowed 
Microsoft (who supported TCP/IP first) to take over leadership in personal computing networks. 
 
Microsoft worked with 3com to create their own network OS, called LAN Manager. It used SMB (Server 
Message Block) protocol on top of either NBF (NetBIOS Frames Protocol) or modified XNS. In 1990, 
Microsoft added support for TCP/IP as an alternate protocol (LAN Manager 2.0). With the release of 
Windows NT Advanced Server in 1993, Microsoft finally phased out LAN Manager. By Windows NT v3.51 
(May 1995) Microsoft encouraged users to deploy only TCP/IP (four ȅŜŀǊǎ ŀƘŜŀŘ ƻŦ bƻǾŜƭƭΩǎ ǎǳǇǇƻǊǘ ŦƻǊ 
TCP/IP). This lead time allowed Microsoft to take over leadership in personal computer networks from 
Novell. Microsoft introduced their version of network directory services in Windows Server 2000, now 
ƪƴƻǿƴ ŀǎ !ŎǘƛǾŜ 5ƛǊŜŎǘƻǊȅΦ ¢ƘŜ {a. ǇǊƻǘƻŎƻƭ ǎǘƛƭƭ ǎǳǊǾƛǾŜǎ ŀǎ aƛŎǊƻǎƻŦǘΩǎ άCƛƭŜ ŀƴŘ tǊƛƴǘŜǊ {ƘŀǊƛƴƎέ 
protocol (now layered on TCP/IP, instead of NetBIOS or XNS). An Open Source implementation of this is 
available as SAMBA.  
 
 
2.2 ς The Beginnings of the Internet (ARPANET) 
 
While all this commercial activity was going on, the U.S. Military (at their Advanced Research Projects 
Agency, or ARPA), with the help of Bolt, Beranek and Newman (BBN) and Mitre, were designing a new, 
decentralized communication system based on packet switching. Existing communication systems 
(telephone, radio, etc) were centralized, and hence subject to being completely disabled due to the 
failure or loss of a few central nodes. Packet switched networks were highly decentralized, and had a 
fascinating new property, which is that you could lose large parts of a network, and the remaining parts 
would still work (assuming at least some links connected the working parts). 
 
The first network protocol developed as part of ARPANET was called the 1822 protocol (named after 
BBN report 1822), and was implemented by a Network Control Program, so the protocol was often 
referred to as NCP.  The first e-mail was sent over NCP in 1971, and the File Transfer Protocol followed 
ƛƴ мфтоΦ hƴ Wŀƴ мΣ мфуо όάŦƭŀƎ ŘŀȅέύΣ b/t ǿŀǎ ǘǳǊƴŜŘ ƻŦf officially, leaving only TCP/IPv4 on the Internet. 
You might think of the NCP era as phase 1 of the First Internet, with the IPv4 era being phase 2 of the 
First Internet. Otherwise the new Internet based on TCP/IPv6 will be THIRD Internet. Fortunately, there 
is no need for a flag day to go from TCP/IPv4 to TCP/IPv6, as they can co-exist (and probably will for 
perhaps 5 to 10 years). 
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In May 1974, Vint Cerf and Bob Kahn ǊŜƭŜŀǎŜŘ ǘƘŜ ǇŀǇŜǊ ά! tǊƻǘƻŎƻƭ ŦƻǊ tŀŎƪŜǘ bŜǘǿork 
LƴǘŜǊŎƻƴƴŜŎǘƛƻƴέΦ ¢Ƙƛǎ ŘŜǎŎǊƛōŜŘ ŀ ƳƻƴƻƭƛǘƘƛŎ ǇǊƻǘƻŎƻƭ ŎŀƭƭŜŘ ¢/t ǘƘŀǘ ŎƻƳōƛƴŜŘ ǘƘŜ ŦŜŀǘǳǊŜǎ ƻŦ ōƻǘƘ 
modern TCP and IPv4. Later John Postel was instrumental in splitting apart TCP and IP as we know them 
ǘƻŘŀȅΦ ±ƛƴǘ /ŜǊŦ ƛǎ ǘƻŘŀȅ ŎƻƴǎƛŘŜǊŜŘ ǘƘŜ άŦŀǘƘŜǊ of TCP/IPέΣ ŀƴŘ ƛǎ now the IPv6 Evangelist at Google. He 
understands very well the problems with the current implementation of TCP/IPv4 (and why these things 
were done). He advocates for users to migrate to TCP/IPv6, which restores his original concept of a flat 
address space (no NAT), where any node can connect directly to any other node. 
 
LŦ ȅƻǳΩŘ ƭƛƪŜ ǘƻ ǊŜŀŘ ŀōƻǳǘ ǘƘŜ ŎǊŜŀǘƛƻƴ ƻŦ ǘƘŜ CƛǊǎǘ LƴǘŜǊƴŜǘΣ L ǊŜŎƻƳƳŜƴŘ ǘƘŜ ōƻƻƪ ά²ƘŜǊŜ ²ƛȊŀǊŘǎ {ǘŀȅ 
Up LateΥ ¢ƘŜ hǊƛƎƛƴǎ ƻŦ ǘƘŜ LƴǘŜǊƴŜǘέΣ ōȅ YŀǘƛŜ IŀŦƴŜǊ ŀƴŘ aŀǘǘƘŜǿ [ȅƻƴΦ Lǘ ƛǎ ƻŦ ŎƻƴǎƛŘŜǊŀōƭŜ ƛƴǘŜǊŜǎǘ ǘƻ 
those of us creating the Second Internet, as we facing some of the same problems they did. Only this 
ǘƛƳŜ ŀǊƻǳƴŘΣ ǿŜΩǾŜ Ǝƻǘ ƻǾŜǊ ŀ ōƛƭƭƛƻƴ ƭŜƎŀŎȅ ǳǎŜǊǎ όand staggering investments in hardware and 
software) to worry about. hƴ ǘƘŜ ƻǘƘŜǊ ƘŀƴŘΣ ǿŜΩǾŜ Ǝƻǘ ǘƘǊŜŜ ŘŜŎŀŘŜǎ ƻŦ ƻǇŜǊŀǘƛƻƴŀƭ ŜȄǇŜǊƛŜƴŎŜ ǿƛǘƘ 
TCP/IPv4 to draw upon. 
 
Higher level software protocols were built on top of the TCP and IP layersΣ ŎŀƭƭŜŘ άŀǇǇƭƛŎŀǘƛƻƴ ǇǊƻǘƻŎƻƭǎέΣ 
such as SMTP (for e-mail), FTP (for file transfer) and Telnet (for terminal emulation) and more recently 
HTTP (used in the Web), and SIP & RTP (used in VoIP). The resulting suite of protocols became known for 
its two most important protocols, TCP and IP, or TCP/IP. 
 
 
2.2.1 ς UNIX  
 
About this time (1973), Bell Labs (a research group within AT&T) created an interesting new operating 
system (called PWB-¦bL·ύ ŀƴŘ ŀ ƴŜǿ ƭŀƴƎǳŀƎŜ όƛƴ ǿƘƛŎƘ ¦bL· ǿŀǎ ǿǊƛǘǘŜƴύ ŎŀƭƭŜŘ ά/έΦ .ŜŎŀǳǎŜ of a 
1958 consent decree, AT&T as a regulated monopoly was not allowed to market or sell UNIX 
commercially. They licensed it (complete with source code) to a number of universities. One of these 
was the University of California at Berkeley (also famous for being the center of communist student 
activities at the time). The team at UCB extended UNIX in several very important ways such as adding 
Virtual Memory. They also integrated the new network protocol from ARPA as the first commercial 
implementation of TCtκLtΦ ¢ƘŜ ά.ŜǊƪeley System Distributionέ ƻŦ ¦bL· ōŜŎŀƳŜ ŀ Ƴŀƛƴ ōǊŀƴŎƘΦ hǾŜǊ 
time, they rewrote most of it and wanted to release it for free. AT&T sued them in court, and it seems 
Ƴƻǎǘ ƻŦ ǘƘŜ ŜȄŀƳǇƭŜǎ ƻŦ άǎǘƻƭŜƴ ŎƻŘŜέ !¢ϧ¢ ŎƛǘŜŘ ƘŀŘ ŀŎǘǳŀƭƭȅ ōŜŜƴ ǿǊƛǘǘŜƴ ŀǘ ¦/.Φ ¢ƘŜ ƧǳŘƎŜ ǊǳƭŜŘ 
that if UCB rewrote the remaining 10% or so (so there was zero original AT&T code), they could release 
that. That rewrite became 386BSD, the starting point for FreeBSD (the first Open Source operating 
system). Interestingly enough, FreeBSD ǿŀǎ ŎƘƻǎŜƴ ōȅ WŀǇŀƴΩǎ Y!a9 ǇǊƻƧŜŎǘ ǘƻ ŘŜǇƭƻȅ ǘƘŜ ŦƛǊǎǘ ǾŜǊǎƛƻƴ 
όǘƘŜ άǊŜŦŜǊŜƴŎŜέ ƛƳǇƭŜƳŜƴǘŀǘƛƻƴύ ƻŦ ŀƴ LtǾс ǎǘŀŎƪΣ ƛƴ ŀƴ ŜŜǊƛŜ ŜŎƘƻ ƻŦ .{5 ¦bL·Ωǎ ŎƘƻƛŎŜ ŦƻǊ ǘƘŜ ŦƛǊǎǘ 
commercial TCP/IPv4 implementation. 
 
UNIX and TCP/IP became very popular on college campuses, and with high end workstation vendors, 
such as Sun, Silicon Graphics and Intergraph. Personal computers were not powerful enough to run 
UNIX until the Intel 386, at which point UCB ported the BSD version to the 386. However, as 
documented above, most personal computer networking was already moving to TCP/IPv4. 
 
 
2.2.2 ς Open System Interconnect (OSI) 
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While all of this was going on, ISO (the International Organization for Standardization) in Europe was 
creating a very thoroughly engineered suite of network protocols called Open System Interconnect 
όh{LύΣ ƻǊ ƳƻǊŜ ŦƻǊƳŀƭƭȅΣ ·Φнлл όWǳƭȅ мффпύΦ ¢Ƙƛǎ ƛǎ ǿƘŜǊŜ ǘƘŜ ŦŀƳƻǳǎ άǎŜǾŜƴ ƭŀȅŜǊέ ƴŜǘǿƻǊƪ model comes 
ŦǊƻƳ ό¢/tκLt ƛǎ ǊŜŀƭƭȅ ŀ άŦƻǳǊ ƭŀȅŜǊέ ƳƻŘŜƭ, which has caused no end of confusion among young network 
engineers). At one point the U.S. government decided to officially adopt OSI for its networking (this was 
called GOSIP, or Government Open Systems Interconnection Profile, defined in FIPS 146-1, 1990). 
Unfortunately, OSI was really more of an academic specification, not a real working network system, like 
TCP/IP wasΦ !ŦǘŜǊ Ƴŀƴȅ ȅŜŀǊǎΣ Dh{Lt ǿŀǎ Ŧƛƴŀƭƭȅ ŀōŀƴŘƻƴŜŘ ŀƴŘ ¢/tκLtǾп ǿŀǎ ŘŜǇƭƻȅŜŘΣ ōǳǘ Dh{LtΩǎ 
ƭŜƎŀŎȅ Ƙŀǎ ƘƛƴŘŜǊŜŘ ǘƘŜ ŀŘƻǇǘƛƻƴ ƻŦ LtǾс ƛƴ ǘƘŜ ¦Φ{Φ όάƘŜǊŜ ǿŜ Ǝƻ ŀƎŀƛƴ ς Dh{Lt tŀǊǘ нΗέύΦ ·Φплл Ŝ-Mail 
and X.500 directory systems were built on top of OSI, and will not run on TCP/IP without substantial 
compatibility layers. One small part of X.500 (called X.509) was the source of digital certificates and 
Public Key Infrastructure, still used today. LDAP was an attempt to create an X.500-like directory system 
ŦƻǊ ¢/tκLt ōŀǎŜŘ ƴŜǘǿƻǊƪǎΦ ¢ƘŀǘΩǎ ŀōƻǳǘ ŀƭƭ ǘƘŀǘ ƛǎ ƭŜŦǘ ƻŦ ǘƘŜ ƳƛƎƘǘȅ h{L ŜŦŦƻǊǘ ǘƻŘŀȅΣ ƻǳǘǎƛŘŜ ƻŦ 
Computer Science textbooks and Cisco Press books. 
 
 
2.2.3 ς E-Mail Standardization 
 
By this time, essentially all computer vendors had standardized on TCP/IP, but there were still a lot of 
competing standards for e-aŀƛƭΣ ƛƴŎƭǳŘƛƴƎ aƛŎǊƻǎƻŦǘΩǎ a{-aŀƛƭΣ [ƻǘǳǎΩǎ ŎŎΥaŀƛƭΣ ŀƴŘ a/L aŀƛƭΦ ¢ƘŜ 
Internet folks used a much simpler e-mail standard called SMTP (Simple Mail Transfer Protocol). It first 
became the connecting backbone between various e-Mail products (everyone had their e-Mail to SMTP 
gateways, so users could exchange messages across organizations). Soon, everyone started using SMTP 
(together with POP3 and later IMAP) all the way to the end-user. Today virtually all e-Mail worldwide is 
based on SMTP and TCP/IP. 
 
 
2.2.4 ς Evolution of the World Wide Web 
 
Several other Internet applications evolved, including WAIS (Wide Area Information Server, for storing 
and retrieving documents) and Archie (the very first search engine). In turn, these efforts were merged 
with the idea of HyperText (documents with multi-level links) and evolved into HTML (HyperText 
Markup Language) and HTTP (HyperText Transfer Protocol). The World Wide Web was off and running. 
The first web browser and web server were created at the National Center for Supercomputing 
Applications (NCSA) at the University of Illinois, Urbana-Champaign campus. The people that created 
those software projects (primarily Marc Andreessen and Eric Bina) were soon hired by Jim Clark, one of 
the founders of Silicon Graphics, to start NetScape, one of the most successful companies in the First 
Internet. They created a new and more powerful web server (NetScape Web Server) and web browser 
(NetScape Navigator). Interestingly enough, the original browser created by Andreessen at NCSA later 
ōŜŎŀƳŜ ǘƘŜ ǎǘŀǊǘƛƴƎ Ǉƻƛƴǘ ŦƻǊ aƛŎǊƻǎƻŦǘΩǎ LƴǘŜǊƴŜǘ 9ȄǇƭƻǊŜǊ ǿŜō ōǊowser. 
 
 
2.3 ς And That Brings Us Up to Today 
 
That pretty much brings us up to the present day where the entire world has standardized on TCP/IPv4 
protocols for both LANs (Local Area Networks) and WANs (Wide Area Networks). MPLS is not a 
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competitor to TCP/IP, it is one more alternative at the Link Layer, peer to Ethernet and WiFi. More and 
more companies and organizations built TCP/IP networks and connected them together to create the 
LƴǘŜǊƴŜǘΦ aŀƧƻǊ ǘŜƭŎƻǎ ǇǊƻǾƛŘŜŘ άōŀŎƪōƻƴŜέ ²!b ŎƻƴƴŜŎǘƛƻƴǎ ŀƴŘ Řƛŀƭ-up access service (soon known as 
ISPs or Internet Service Providers). As the number of users (and the amount of traffic) on the Internet 
grew enormously, Internet Exchange Points were created around the world. These are places where ISPs 
connect to each other so that traffic from a user of any provider can reach users of any other provider, 
worldwide. 
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Chapter 3 ɀ Review of TCP/IPv4  
 
This chapter is a brief review of TCP/IPv4, the foundation of the First Internet. Its purpose is to help you 
understand what is new and different in TCP/IPv6. It is not intended to be comprehensive. There are 
many great books listed in the bibliography if you wish to understand TCP/IPv4 at a deeper level. The 
reason it is relevant is because the design of IPv6 is based heavily on that of IPv4. First, IPv4 can be 
considered one of the great achievements in IT history, based on its worldwide success, so it was a good 
ƳƻŘŜƭ ǘƻ ŎƻǇȅ ŦǊƻƳΦ {ŜŎƻƴŘΣ ǘƘŜǊŜ ǿŜǊŜ ǎŜǾŜǊŀƭ ŀǘǘŜƳǇǘǎ ǘƻ Řƻ ŀ ƴŜǿ ŘŜǎƛƎƴ άŦǊƻƳ ǘƘŜ ƎǊƻǳƴŘ ǳǇέ ǿƛǘƘ 
IPv6 όŀ άŎƻƳǇƭŜǘŜ ǊŜǿǊƛǘŜέύ. These involved really painful migration and interoperability issues. You 
need to understand what the strengths and weaknesses of IPv4 are to see why IPv6 evolved the way it 
did. You can think of IPv6 as άLtǾп ƻƴ ǎǘŜǊƻƛŘǎέΣ ǿƘƛŎƘ ǘŀƪŜǎ ƛƴǘƻ ŀŎŎƻǳƴǘ ǘƘŜ ǊŀŘƛŎŀƭ ŘƛŦŦŜǊŜƴŎŜǎ ƛƴ ǘƘŜ 
way we do networking today, and fixing problems that were encountered in the first 27 years of the 
Internet, as network bandwidth and number of nodes increased exponentially. We are doing things over 
networks today than no one could have foreseen a quarter of a century ago, no matter how visionary 
they were. 
 
 
3.1 ς Network Hardware 
 
There are many types of hardware devices used to construct an Ethernet network running TCP/IP 
protocols. These include nodes, NICs, cables, hubs, switches, routers and firewalls. 
 
A node (sometimes called a host) is a device (usually a computer) that can do processing and has some 
kind of physical connection (wired or wireless) to a network. Examples of nodes are: desktop computers, 
notebook computers, netbooks, smart phones, smart switches, routers, network printers, network 
aware appliances, and so on. A node could be as simple as a temperature sensor, with no display and no 
keyboard, just a connection to a network. It could possibly have a management interface accessed via 
the network (e.g. with Telnet, SSH or web). All nodes on a network must have at least one IP address 
(per interface). If a node has multiple interfaces connected to different networks, and the ability to 
forward packets between them, then it is called a gateway. Routers and firewalls are special types of 
gateways that can forward packets across networks and or control traffic in various ways. Gateways 
make it possible to build internetworks. They are described in more detail under IPv4 Routing in this 
chapter. 
 
A NIC (or Network Interface Card) is the physical interface that connects a node to a network. It may also 
be called an Ethernet adapter. It should have a female RJ-45 connector on it (or possibly coax or fiber 
optic connector). It could be an actual add-iƴ t/L ŎŀǊŘΦ Lǘ ŎƻǳƭŘ ōŜ ƛƴǘŜƎǊŀǘŜŘ ƻƴ ǘƘŜ ŘŜǾƛŎŜΩǎ 
motherboard. It could also be a something that makes a wireless connection to a network, using Wi-Fi, 
WiMAX or other standard.  Typically all NICs have a globally unique, hard-wired MAC address (48 bits 
long, assigned by the manufacturer). A node can have one or more NICs (also called interfaces). Each 
interface can be assigned one or more IP addresses, and various other relevant network configuration 
items, such as the address of the default gateway and the addresses of the DNS servers. 
 
Network cables today are typically unshielded twisted pair (UTP) cables that actually have four pairs of 
plastic coated wires, with each pair forming a twisted coil. They have RJ-45 male connectors on each 
end. They could also be fiber optic cables for very high speed or long run connections. Often today, 
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professional contractors install UTP cables through the walls, and bring them together at a central 
location (sometimes called the wiring closet) where they are connected together to form a star network. 
Cables typically are limited to 100 meters or less in length, but the maximum acceptable length is a 
factor of several things, such as network speed and cable desiƎƴΦ aƻŘŜǊƴ ŎŀōƭŜǎ ǊŀǘŜŘ ŀǎ ά/!¢рέ ƻǊ 
ά/!¢р9έ ŀǊŜ ƎƻƻŘ ǳǇ ǘƻ млл aōƛǘκǎŜŎΣ ǿƘƛƭŜ ŎŀōƭŜǎ ǊŀǘŜŘ ŀǎ ά/!¢сέ ŀǊŜ ƎƻƻŘ ǳǇ ǘƻ ŀ ƎƛƎŀōƛǘΦ !ōƻǾŜ ǘƘŀǘ 
speed, you should be using fiber optic cables. It is also possible for twisted pair cables to be shielded if 
required to prevent interference from (or with) other devices. 
 
A network hub is a device that connects multiple cables together so that any packet transmitted by a 
node connected to that hub is replicated to all the other nodes connected to the hub. It typically has a 
bunch of female RJ-45 connectors in parallel. In effect it ties together the network cables plugged into it 
into a star network. Hubs have a speed rating, based on what speed Ethernet they support. Older hubs 
might be only 10 Mbit/sec. More recent ones might be 10/100, which means they support both 10 
aōƛǘκǎŜŎ ŀƴŘ млл aōƛǘκǎŜŎ όƻǊ άCŀǎǘ 9ǘƘŜǊƴŜǘέύΦ LŦ ȅƻǳ ƘŀǾŜ р ƴƻŘŜǎ ό!Σ.Σ/Σ5 ŀƴŘ 9ύ ŎƻƴƴŜŎǘŜŘ ǘƻƎŜǘƘŜǊ 
with a hub, and node B sends a packet to node D, all nodes, including A, C and E will see the traffic. The 
nodes not involved in the transaction will typically just ignore it. This dropping of packets not addressed 
to a node is often done by the hardware in the NIC, so that it never interrupts the software driver. Many 
NICs have the ability to be configured in promiscuous mode. When in this mode, they will accept packets 
(and make them available to any network application) whether those packets are addressed to this node 
or not. If this mode is selected, the dropping of packets not addressed to you must be done in software. 
However sometime you want to see all traffic on the subnet. For instance, this would be useful with 
Intrusion Detection, for diagnostic troubleshooting, or for collecting network statistics. Hubs come in 
various sizes, from 4 ports up to 48 ports, and can even be coupled with other hubs to make large 
ƴŜǘǿƻǊƪ άōŀŎƪōƻƴŜǎέΦ ¸ƻǳ Ŏŀƴ ŀƭǎƻ ƘŀǾŜ ŀ ƘƛŜǊŀǊŎƘȅ ƻŦ ƘǳōǎΣ ǿƘŜǊŜ ǎŜǾŜǊŀƭ Ƙǳōǎ ŘƛǎǘǊƛōǳǘŜŘ ŀǊƻǳƴŘ ŀ 
company actually connect in to a larger (and typically faster) central hub. Actually, hubs are quite rare 
today, most such devices today are actually switches. 
 
A network switch is similar to a network hub, but has some control logic in it that limits traffic to go out 
only ports that have nodes that are involved in a transmission. Again, say you have a switch with cables 
going to nodes A,B,C,D and E. If B sends a packet to D, that packet will not be seen on the ports to which 
A, C and E are connected. This holds down excessive traffic that would normally just be dropped 
anyway, and can help prevent broadcast storms. It also provides a small degree of privacy, even if 
someone enables their NIC in promiscuous mode. In order to do this, switches must snoop on the MAC 
addresses of packets and maintain tables of MAC addresses. Most switches are oblivious to IP addresses 
ς they work only with MAC addresses. Because of this, they are IP version agnostic. This means they will 
carry IPv4 or IPv6 traffic (or even other kinds of Ethernet traffic), so long as it uses MAC addresses. 
 
If you are using a switch, but one of your connected nodes really does want to see all traffic on a 
network segment, some switches have a mirror port function that will still allow all traffic from the 
entire switch to be copied to one port, to which you connect the node that wants to monitor all traffic. 
Typically this must be configured, which requires a management interface of some kind. If you 
configured aƭƭ ǇƻǊǘǎ ƻƴ ŀ ǎǿƛǘŎƘ ǘƻ ŀŎǘ ŀǎ άƳƛǊǊƻǊ ǇƻǊǘǎέΣ ȅƻǳ ǿƻǳƭŘ ŜŦŦŜŎǘƛǾŜƭȅ ƘŀǾŜ ŀ ƘǳōΦ [ƛƪŜ ƘǳōǎΣ 
switches come in various speeds, from 10 Mbit/sec up to 1000 Mbit/sec (Gigabit). They also come in 
ǎƛȊŜǎ ŦǊƻƳ п ǇƻǊǘǎ ǳǇ ǘƻ пу ǇƻǊǘǎΣ ŀƴŘ ōŜǘǘŜǊ ƻƴŜǎ Ŏŀƴ ōŜ άǎǘŀŎƪŜŘέ όƭƛƴƪŜŘ ǘƻƎŜǘƘŜǊύ ǘƻ ōǳƛƭŘ ƭŀǊƎŜǊ 
network backbones. Lower end (cheaper) switches may have few if any configuration options, and may 
not even have a user interface. Smart (or managed) switches typically have a sophisticated GUI 
management interface (accessible via the network, usually over HTTP) that allows you to configure 
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various things and/or monitor traffic. They also typically include support for monitoring or control using 
SNMP (Simple Network Monitoring Protocol). Very advanced switches have the ability to configure 
VLANs (Virtual LANs), which allow you to effectively create multiple sub-switches that are not connected 
together. 
 
 
3.2 ς RFCs: The Internet Standards Process 
 
Anyone studying the Internet, or developing applications for it, must understand the RFC system. RFC 
stands for Request For Comments. These are the documents that define the Internet Protocol Suite (the 
official name for TCP/IP) and many related topics. Anyone can submit an RFC. Ones that are part of the 
Standards Track are usually produced by IETF (Internet Engineering Task Force) working groups. Anyone 
can start or participate in a working group. Submitted RFCs begin life as an Internet Draft, each of which 
has a lifespan of six months or less. Most drafts go through considerable peer review, and possibly 
several revisions, before they are approved, are issued an official number (e.g. 793) and become part of 
the official RFC collection. There are other kinds of documents in addition to the Standards Track, 
including information memos (FYI), humor (primarily ones issued on April 1) and even one obituary, for 
Wƻƴ tƻǎǘŜƭΣ ǘƘŜ ŦƛǊǎǘ wC/ 9ŘƛǘƻǊ ŀƴŘ ƛƴƛǘƛŀƭ ŀƭƭƻŎŀǘƻǊ ƻŦ Lt ŀŘŘǊŜǎǎŜǎΣ wC/ нпсуΣ άL wŜƳŜƳōŜǊ L!b!έΣ 
October 1998. There is even an RFC about RFCsΣ wC/ нлнсΣ ά¢ƘŜ LƴǘŜǊƴŜǘ {ǘŀƴŘŀǊŘǎ tǊƻŎŜǎǎΣ wŜǾƛǎƛƻƴ оέΣ 
October 1996. That is a good place to start if you really want to learn how to read them. 
 
The Internet standards process is quite different from the standards process of ISO (The International 
Standards Organization) that created the OSI network specification. ISO typically develops large, 
complex standards with multiple 4 year cycles, with hundreds of engineers and much political wrangling. 
This was adequate for creating the standards for the worldwide telephony system, but is far too slow 
and hidebound for something as freewheeling and rapidly evolving as the Internet. The unique 
standards process of the IETF is one of the main reasons that TCP/IP is now the dominant networking 
standard worldwide. By the time OSI was specified, TCP/IP was already created, deployed, and being 
revised and expanded. OSI never knew what hit it. 
 
Learning to read RFCs is an acquired skill, one that anyone serious about understanding the Internet, 
ŀƴŘ Ƴƻǎǘ ŘŜǾŜƭƻǇŜǊǎ ŎǊŜŀǘƛƴƎ ǘƘƛƴƎǎ ŦƻǊ ƛǘΣ ǎƘƻǳƭŘ ƳŀǎǘŜǊΦ ¢ƘŜǊŜ ŀǊŜ ŎŜǊǘŀƛƴ άǘŜǊƳǎ ƻŦ ŀǊǘέΣ ƭƛƪŜ ǘƘŜ 
usage of MUST, SHOULD, MAY and NOT RECOMMENDED that are precisely defined and used. As an 
example, the IPv6 Ready Silver (Phase 1) tests examine only the MUST items from relevant RFCs, but the 
IPv6 Ready Gold (Phase 2) tests also examine all of the SHOULD items. 
 
RFCs are readily available to anyone for free. Compare this to the ISO standards, which can cost over 
Ϸмллл ŦƻǊ ŀ ŎƻƳǇƭŜǘŜ ǎŜǘ ƻŦ άŦŀǎŎƛŎƭŜǎέ ŦƻǊ ǎƻƳŜǘƘƛƴƎ ƭƛƪŜ ·ΦрллΦ ¢ƻŘŀȅ ȅƻǳ Ŏŀƴ ƻōǘŀƛƴ wC/ǎ Ŝŀǎƛƭȅ ƛƴ 
ǾŀǊƛƻǳǎ ŦƻǊƳŀǘǎ ōȅ ǳǎŜ ƻŦ ŀ ǎŜŀǊŎƘ ŜƴƎƛƴŜ ǎǳŎƘ ŀǎ DƻƻƎƭŜ ƻǊ ¸ŀƘƻƻΦ ¢ƘŜ άƻŦŦƛŎƛŀƭέ ǎƻǳǊce is the URL: 
 
 http://www.rfc -editor.org/rfc/rfcXXXX.txt (where XXXX is the RFC number) 
 
¢ƘŜǊŜ ƛǎ ŀƭǎƻ ŀƴ ƻŦŦƛŎƛŀƭ wC/ ǎŜŀǊŎƘ ǇŀƎŜΣ ǿƘŜǊŜ ȅƻǳ Ŏŀƴ ǎŜŀǊŎƘ ŦƻǊ ǇƘǊŀǎŜǎ όƭƛƪŜ ά¢/tέύ ƛƴ ŘƛŦŦŜǊŜƴǘ 
tracks, such as RFC, STD, BCP or FYI, or all tracks. You can retrieve the ASCII or PDF versions. It is at: 
 
 https://www.rfc-editor.org/rfcsearch.html 
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There are over 5500 RFCs today. I have included many references to the relevant RFCs in this book. If 
you want to see all the gory details on any subject, go right to the source and read it. You may find it 
ǎƻƳŜǿƘŀǘ ǘƻǳƎƘ ƎƻƛƴƎ ǳƴǘƛƭ ȅƻǳ ƭŜŀǊƴ ǘƻ ǊŜŀŘ άwC/-ŜǎŜέΦ ! ƴǳƳōŜǊ ƻŦ ōƻƻƪǎ ƻƴ LƴǘŜǊƴŜǘ ǘŜŎƘƴƻƭƻƎȅ ŀǊŜ 
either just a collection of RFCs, or RFCs make up a large part of the content. There is no reason today to 
do that ς anyone can download all the RFCs you want, and have them in soft (searchable) form. 
 
Most of the topics covered in this book also have considerable coverage on the Internet outside of the 
RFCs, such as in Wikipedia. Again, if you want to drill deeper in any of these topics, crank up your 
ŦŀǾƻǊƛǘŜ ǎŜŀǊŎƘ ŜƴƎƛƴŜ ŀƴŘ ƘŀǾŜ ŀǘ ƛǘΦ ¢ƘŜ ƛƴŦƻǊƳŀǘƛƻƴ ƛǎ ƻǳǘ ǘƘŜǊŜΦ ²Ƙŀǘ LΩǾŜ ŘƻƴŜ ƛǎ ǘƻ ǘǊȅ ǘƻ ŎƻƭƭŜŎǘ 
together the essential information in a logical sequence, with a lot of explanations and examples, plus all 
the references you need to drill as deep as you like. I taught cryptography and Public Key Infrastructure 
for VeriSign for two years, so I have a lot of experience trying to explain complex technical concepts in 
ways that reasonably intelligent people can easily follow. Hopefully you will find my efforts worthwhile. 
 
 
3.3 ς TCP/IPv4  
 
The software that made the First Internet (and virtually all Local Area Networks) possible has actually 
been around for quite some time. It is actually a suite (family) of protocols. The core protocols of this 
suite are TCP (the Transmission Control Protocol) and IP (Internet Protocol), which gave it its common 
name, TCP/IP.  Its official name is The Internet Protocol Suite. 
 
¢/t ǿŀǎ ŦƛǊǎǘ ŘŜŦƛƴŜŘ ƻŦŦƛŎƛŀƭƭȅ ƛƴ wC/ стрΣ ά{ǇŜŎƛŦƛŎŀǘƛƻƴ ƻŦ LƴǘŜǊƴŜǘ ¢ǊŀƴǎƳƛǎǎƛƻƴ /ƻƴǘǊƻƭ tǊƻƎǊŀƳέΣ 
December 1974. The protocol described in this document does not look much like the current TCP, and 
in fact, the Internet Protocol did not even exist at the time. Jon Postel was responsible for splitting the 
functionality described in RFC 675 into two separate protocols, (the new) TCP and IP. RFC 675 is largely 
ƻŦ ƘƛǎǘƻǊƛŎŀƭ ƛƴǘŜǊŜǎǘ ƴƻǿΦ ¢ƘŜ ƳƻŘŜǊƴ ǾŜǊǎƛƻƴ ƻŦ ¢/t ǿŀǎ ŘŜŦƛƴŜŘ ƛƴ wC/ тфрΣ ά¢ǊŀƴǎƳƛǎǎƛƻƴ /ƻƴǘǊƻƭ 
Protocol ς 5!wt! LƴǘŜǊƴŜǘ tǊƻƎǊŀƳ tǊƻǘƻŎƻƭ {ǇŜŎƛŦƛŎŀǘƛƻƴέΣ {ŜǇǘŜƳōŜǊ мфум όǎŜǾŜƴ ȅŜŀǊǎ ƭŀǘŜǊύΦ Lǘ ǿŀǎ 
later updated by RF/ ммннΣ άwŜǉǳƛǊŜƳŜƴǘǎ ŦƻǊ LƴǘŜǊƴŜǘ Iƻǎǘǎ ς /ƻƳƳǳƴƛŎŀǘƛƻƴ [ŀȅŜǊǎέ hŎǘƻōŜǊ мфуфΣ 
ǿƘƛŎƘ ŎƻǾŜǊǎ ǘƘŜ ƭƛƴƪ ƭŀȅŜǊΣ Lt ƭŀȅŜǊ ŀƴŘ ǘǊŀƴǎǇƻǊǘ ƭŀȅŜǊΦ Lǘ ǿŀǎ ŀƭǎƻ ǳǇŘŀǘŜŘ ōȅ wC/ омсуΣ ά¢ƘŜ !ŘŘƛǘƛƻƴ 
ƻŦ 9ȄǇƭƛŎƛǘ /ƻƴƎŜǎǘƛƻƴ bƻǘƛŦƛŎŀǘƛƻƴ ό9/bύ ǘƻ LtέΣ {ŜǇǘŜƳōŜǊ нллмΣ ǿƘƛŎƘ adds ECN to TCP and IP. 
 
Both of these core protocols, and many others, will be covered in considerable detail in the rest of this 
chapter. 
 
 
3.3.1 ς Four Layer TCP/IPv4 Architectural Model 
 
Unlike the OSI network stack, which really does have seven layers, the DoD network model has four 
layers, as shown below: 
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Figure 3.3-a: Four Layer TCP/IPv4 Model 
 
 
It just confuses the issue to try to figure out which of the seven OSI layers the layers of TCP/IP fit into. It 
ƛǎ ǎƛƳǇƭȅ ƴƻǘ ŀǇǇƭƛŎŀōƭŜΦ LǘΩǎ ƭƛƪŜ ǘǊȅƛƴƎ ǘƻ ŦƛƎǳǊŜ ƻǳǘ ǿƘŀǘ ŎƻƭƻǊ άǎǿŜŜǘέ ƛǎΦ ¢ƘŜ h{L ǎŜǾŜƴ ƭŀȅŜǊ ƳƻŘŜƭ ŘƛŘ 
ƴƻǘ ŜǾŜƴ ŜȄƛǎǘ ǿƘŜƴ ¢/tκLt ǿŀǎ ŘŜŦƛƴŜŘΦ ¦ƴŦƻǊǘǳƴŀǘŜƭȅΣ Ƴŀƴȅ ǇŜƻǇƭŜ ǳǎŜ ǘŜǊƳǎ ƭƛƪŜ άƭŀȅŜǊ нέ ǎǿƛǘŎƘŜǎ 
verǎǳǎ άƭŀȅŜǊ оέ ǎǿƛǘŎƘŜǎΦ ¢ƘŜǎŜ ǊŜŦŜǊ ǘƻ ǘƘŜ h{L ƳƻŘŜƭΦ .ƻƻƪǎ ŦǊƻƳ /ƛǎŎƻ tǊŜǎǎ ŀǊŜ ǇŀǊǘƛŎǳƭŀǊƭȅ ŀŘŀƳŀƴǘ 
about using OSI terminology. Unfortunately hardly anyone is using actual OSI networks today. In this 
book we will try to consistently use the four layer model terminology, while referring to the OSI 
terminology when necessary for you to relate the topic to actual products or other books. 
 
The Application Layer implements the protocols most people are familiar with (e.g. HTTP). The software 
routines for these are typically contained in application programs such as browsers or web servers that 
ƳŀƪŜ άǎȅǎǘŜƳ Ŏŀƭƭǎέ ǘƻ ǎǳōǊƻǳǘƛƴŜǎ όƻǊ άŦǳƴŎǘƛƻƴǎέ ƛƴ / ǘŜǊƳƛƴƻƭƻƎȅύ ƛƴ ǘƘŜ άǎƻŎƪŜǘ !tLέ όŀƴ !tL ƛǎ ŀƴ 
Application Program Interface, or a collection of related subroutines, typically supplied with the 
operating system or C programming language compiler). The application code creates outgoing data 
streams, and then calls routines in the API to actually send the data via TCP (Transmission Control 
Protocol) or UDP (User Datagram Protocol). Output to Transport Layer: [DATA] using IP addresses. 
 
The Transport Layer implements TCP (the Transmission Control Protocol) and UDP (the User Datagram 
Protocol). These routines are internal to the Socket API. They add a TCP or UDP packet header to the 
data passed down from the Application Layer, and then pass the data down to the Internet Layer for 
further processing. Output to Internet Layer: [TCP HDR[DATA]], using IP addresses. 
 
The Internet Layer implements IP (the Internet Protocol) and various other related protocols such as 
L/at όǿƘƛŎƘ ƛƴŎƭǳŘŜǎ ǘƘŜ άǇƛƴƎέ ŦǳƴŎǘƛƻƴ ŀƳƻƴƎ ƻǘƘŜǊ ǘƘƛƴƎǎύΦ ¢ƘŜ Lt ǊƻǳǘƛƴŜ ǘŀƪŜǎ ǘƘŜ Řŀǘŀ ǇŀǎǎŜŘ 
down from the Transport Layer routines, adds an IP packet header onto it, then passes the now 
complete IPv4 packet down to routines in the Link Layer. Output to Link layer: [IP HDR[TCP HDR[DATA]]] 
using IP addresses. 
 
The Link Layer implements protocols such as ARP that convert IP addresses to MAC addresses. It also 
contains routines that actually read and write data (as fed down to it by routines in the Internet Layer) 
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onto the network wire, in compliance with Ethernet or other standards. Output to wire: Ethernet packet 
using MAC addresses (or the equivalent if other network hardware is used, such as Wi-Fi).  
 
9ŀŎƘ ƭŀȅŜǊ άƘƛŘŜǎέ ǘƘŜ ŘŜǘŀƛƭǎ όŀƴŘκƻǊ ƘŀǊŘǿŀǊŜ ŘŜǇŜƴŘŜƴŎƛŜǎύ ŦǊƻƳ ǘƘŜ ƘƛƎƘŜǊ ƭŀȅŜǊǎΦ ¢Ƙƛǎ ƛǎ ŎŀƭƭŜŘ 
άƭŜǾŜƭǎ ƻŦ ŀōǎǘǊŀŎǘƛƻƴέΦ !ƴ ŀǊŎƘƛǘŜŎǘ ǘƘƛƴƪǎ ƛƴ ǘŜǊƳǎ ƻŦ ŀōǎǘǊŀŎǘƛƻƴǎ ǎǳŎƘ ŀǎ ǊƻƻŦǎΣ ǿŀƭƭǎΣ ǿƛƴŘƻǿǎΣ ŜǘŎΦ 
The next layer down (the builder) thinks in terms of abstractions such as bricks, glass, mortar, etc. Below 
the level of the builder, an industrial chemist thinks in terms of formulations of clay or silicon dioxide to 
create bricks and glass. If the architect tried to think at the chemical or atomic level, it would be very 
difficult to design a house. His job is made possible by using levels of abstraction. Network programming 
is analogous. If application programmers had to think in terms of writing bits to the actual hardware, 
things like web browsers would be almost impossible. Each network layer is created by specialists that 
understand things at ǘƘŜƛǊ ƭŜǾŜƭΣ ŀƴŘ ƭƻǿŜǊ ƭŀȅŜǊǎ Ŏŀƴ ōŜ ǘǊŜŀǘŜŘ ŀǎ άōƭŀŎƪ ōƻȄŜǎέ ōȅ ǇŜƻǇƭŜ ǿƻǊƪƛƴƎ ŀǘ 
higher layers. 
 
Another important thing about network layers is that you can make major changes to one layer, without 
impacting the other layers much at all. The connections ōŜǘǿŜŜƴ ƭŀȅŜǊǎ ŀǊŜ ǿŜƭƭ ŘŜŦƛƴŜŘΣ ŀƴŘ ŘƻƴΩǘ 
change (much). This provides a great deal of separation between the layers. In the case of IPv6, the 
Internet layer is almost completely redesigned internally, while the Link Layer and Transport Layer are 
not affected much at all (other than providing more bytes to store the larger IPv6 addresses). If your 
ǇǊƻŘǳŎǘ ƛǎ άLtǾс ƻƴƭȅέΣ ǘƘŀǘΩǎ ŀōƻǳǘ ǘƘŜ ƻƴƭȅ ŎƘŀƴƎŜ ȅƻǳ ǿƻǳƭŘ ƴŜŜŘ ǘƻ ƳŀƪŜ ǘƻ ȅƻǳǊ ŀǇǇƭƛŎŀǘƛƻƴ 
software (unless you display or allow entry of IP addresses). If ȅƻǳǊ ŀǇǇƭƛŎŀǘƛƻƴ ƛǎ άŘǳŀƭ ǎǘŀŎƪέ όŎŀƴ ǎŜƴŘ 
and receive data over IPv4 or IPv6), then a few more changes are required in the application layer (e.g. 
to accept multiple IPv4 and IPv6 addresses from DNS and try connecting to one or more of them based 
on various factors, or to accept incoming connections over both IPv4 and IPv6). This makes it possible to 
ƳƛƎǊŀǘŜ όƻǊ άǇƻǊǘέύ ƴŜǘǿƻǊƪ ǎƻŦǘǿŀǊŜ όŎǊŜŀǘŜŘ ŦƻǊ LtǾпύ ǘƻ LtǾс ƻǊ ŜǾŜƴ Řǳŀƭ ǎǘŀŎƪ ǿƛǘƘ ŀ ŦŀƛǊƭȅ ƳƛƴƻǊ 
effort. In comparison, changing network code written for TCP/IP to use OSI instead would probably 
involve a complete redesign and major recoding effort. 
 
 
3.3.2 ς IPv4: The Internet Protocol, Version 4 
 
IPv4 is the foundation of TCP/IPv4 and accounts for many of its distinguishing characteristics, such as its 
32-bit address size, its addressing model, its packet header structure and routing. IPv4 was first defined 
ƛƴ wC/ тфм άLƴǘŜǊƴŜǘ tǊƻǘƻŎƻƭέΣ {ŜǇǘŜƳōŜǊ мфумΦ 
 
The following standards are relevant to IPv4: 
 

¶ wC/ тфмΣ άLƴǘŜǊƴŜǘ tǊƻǘƻŎƻƭέ Σ {ŜǇǘŜƳōŜǊ мфум ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ тфнΣ άLƴǘŜǊƴŜǘ /ƻƴǘǊƻƭ aŜǎǎŀƎŜ tǊƻǘƻŎƻƭέΣ {ŜǇǘŜƳōŜǊ мфум ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ унсΣ ά!ƴ 9ǘƘŜǊƴŜǘ !ŘŘǊŜǎǎ wŜǎƻƭǳǘƛƻƴ tǊƻǘƻŎƻƭέΣ bƻǾŜƳōŜǊ мфун ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ RFC 1256Σ άL/at wƻǳǘŜǊ 5ƛǎŎƻǾŜǊȅ aŜǎǎŀƎŜǎέΣ {ŜǇǘŜƳōŜǊ мффм ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ нофлΣ άLƴǾŜǊǎŜ !ŘŘǊŜǎǎ wŜǎƻƭǳǘƛƻƴ tǊƻǘƻŎƻƭέΣ {ŜǇǘŜƳōŜǊ мффу ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ нптпΣ ά5ŜŦƛƴƛǘƛƻƴ ƻŦ ǘƘŜ 5ƛŦŦŜǊŜƴǘƛŀǘŜŘ {ŜǊǾƛŎŜǎ CƛŜƭŘ ό5{ CƛŜƭŘύ ƛƴ ǘƘŜ LtǾп ŀƴŘ LtǾс 
IŜŀŘŜǊǎέΣ 5ŜŎŜmber 1998 (Standards Track) 

¶ wC/ псрлΣ άIa!/-Authenticated Diffie-IŜƭƭƳŀƴ ŦƻǊ aǳƭǘƛƳŜŘƛŀ LƴǘŜǊƴŜǘ Y9¸ƛƴƎ όaLY9¸ύέΣ 
September 2006 (Standards Track) 
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¶ wC/ пуупΣ ά9ȄǘŜƴŘŜŘ L/at ǘƻ {ǳǇǇƻǊǘ aǳƭǘƛ-tŀǊǘ aŜǎǎŀƎŜǎέΣ !ǇǊƛƭ нллт ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ пфрлΣ άL/at 9ȄǘŜƴǎƛƻƴǎ ŦƻǊ aǳƭǘƛǇǊƻǘƻŎƻƭ [ŀōŜƭ {ǿƛǘŎƘƛƴƎέΣ !ǳƎǳǎǘ нллт ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ рпфпΣ άL!b! !ƭƭƻŎŀǘƛƻƴ DǳƛŘŜƭƛƴŜǎ ŦƻǊ ǘƘŜ !ŘŘǊŜǎǎ wŜǎƻƭǳǘƛƻƴ tǊƻǘƻŎƻƭ ό!wtύέΣ !ǇǊƛƭ мллф 
(Standards Track) 

¶ wC/ рторΣ ά{ǇŜŎƛŀƭ ¦ǎŜ LtǾп !ŘŘǊŜǎǎŜǎέΣ WŀƴǳŀǊȅ нлмл ό.Ŝǎǘ /ǳǊǊŜƴǘ tǊŀŎǘƛŎes) 
 
 
3.3.2.1 ς IPv4 Packet Header Structure 
 
So what are these packet headers mentioned above? In TCP/IPv4 packets, there is a TCP (or UDP) packet 
header, then an IPv4 packet header, then the packet data. Each header is a structured collection of data, 
including things such as the IPv4 address of the sending node, and the IPv4 address of the destination 
node. Why are we getting down to this level of detail? Because some of the big changes from IPv4 to 
IPv6 have to do ǿƛǘƘ ǘƘŜ ƴŜǿ ŀƴŘ ƛƳǇǊƻǾŜŘ Lt ǇŀŎƪŜǘ ƘŜŀŘŜǊ ŀǊŎƘƛǘŜŎǘǳǊŜ ƛƴ LtǾсΦ Lƴ ǘƘƛǎ ŎƘŀǇǘŜǊΣ ǿŜΩƭƭ 
cover the IPv4 packet header.  Here it is: 
 

 
Figure 3.3-b: IPv4 Packet Header 

 
The IP Version field (4 bits) contains the value 4, which ƛƴ ōƛƴŀǊȅ ƛǎ άлмллέ όȅƻǳΩƭƭ ƴŜǾŜǊ ƎǳŜǎǎ ǿƘŀǘ ƎƻŜǎ 
in the first 4 bits of an IPv6 packet header!).  
 
The Header Length field όп ōƛǘǎύ ƛƴŘƛŎŀǘŜǎ Ƙƻǿ ƭƻƴƎ ǘƘŜ ƘŜŀŘŜǊ ƛǎΣ ƛƴ он ōƛǘ άǿƻǊŘǎέΦ ¢ƘŜ ƳƛƴƛƳǳƳ ǾŀƭǳŜ 
ƛǎ άрέ ǿƘƛŎƘ ǿƻǳƭŘ be 160 bits, or 20 bytes. The maximum length is 15, which would be 480 bits, or 60 
bytes. If you skip that number of words from the start of the packet, that is where the data starts (this is 
ŎŀƭƭŜŘ ǘƘŜ άƻŦŦǎŜǘέ ǘƻ ǘƘŜ ŘŀǘŀύΦ ¢Ƙƛǎ ǿƛƭƭ ƻƴƭȅ ŜǾŜǊ ōŜ ƎǊŜŀǘŜǊ than 5 if there are options before the data 
part (which is not common). 
 
The Type of Service field όу ōƛǘǎύ ƛǎ ŘŜŦƛƴŜŘ ƛƴ wC/ нптпΣ ά5ŜŦƛƴƛǘƛƻƴ ƻŦ ǘƘŜ 5ƛŦŦŜǊŜƴǘƛŀǘŜŘ {ŜǊǾƛŎŜǎ CƛŜƭŘ 
(DS Field) in the IPv4 and IPv6 headersέΣ 5ŜŎŜƳōŜǊ мффуΦ ¢Ƙƛǎ ƛǎ ǳǎŜŘ ǘƻ ƛƳǇƭŜƳŜƴǘ ŀ ŦŀƛǊƭȅ ǎƛƳǇƭŜ vƻ{ 
(Quality of Service). QoS involves management of bandwidth by protocol, by sender, or by recipient. For 
example, you might want to give your VoIP connections a higher priority than your video downloads, or 
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the traffic from your boss higher priority than your co-ǿƻǊƪŜǊΩǎ ǘǊŀŦŦƛŎΦ ²ƛǘƘƻǳǘ vƻ{Σ ōŀƴŘǿƛŘǘƘ ƛǎ ƻƴ ŀ 
first-come-first served basis. 8 bits is not really enough to do a good job on QoS, and DiffServ is not 
widely implemented in current IPv4 networks. QoS is greatly improved in IPv6. 
 
The Total Length field (16 bits) contains the total length of the packet, including the packet header, in 
bytes. The minimum length is 20 (20 bytes of header plus 0 bytes of data), and the maximum is 65,535 
bytes (since only 16 bits are available to specify this). All network systems must handle packets of at 
least 576 bytes, but a more typical packet size is 1508 bytes. With IPv4, it is possible for some devices 
(like routers) to fragment packets (break them apart into multiple smaller packets) if required to get 
ǘƘŜƳ ǘƘǊƻǳƎƘ ŀ ǇŀǊǘ ƻŦ ǘƘŜ ƴŜǘǿƻǊƪ ǘƘŀǘ ŎŀƴΩǘ ƘŀƴŘƭŜ ǇŀŎƪŜǘǎ ǘƘŀǘ ōƛƎΦ tŀŎƪŜǘǎ ǘƘŀǘ ŀǊŜ ŦǊŀƎƳŜƴǘŜŘ 
must be reassembled at the other end. Fragmentation and reassembly is one of the messy parts of IPv4 
that got cleaned up a lot in IPv6. 
 
The Identification (Fragment ID) field (16 bits) identifies which fragment of a once larger packet this one 
is, to help in reassembling the fragmented packet later. In IPv6 packet fragmentation is not done by 
intermediate nodes, so all the header fields related to fragmentation are no longer needed. 
 
The next three bits are flags related to fragmentation. The first is reserved and must be zero (an April 
CƻƻƭΩǎ wC/ ƻƴŎŜ ŘŜŦƛƴŜŘ ǘƘƛǎ ŀǎ ǘƘŜ άŜǾƛƭέ ōƛǘύΦ ¢ƘŜ ƴŜȄǘ ōƛǘ ƛǎ ǘƘŜ DF ό5ƻƴΩǘ CǊŀƎƳŜƴǘύ ŦƭŀƎΦ  LŦ 5C ƛǎ ǎŜǘΣ 
ǘƘŜ ǇŀŎƪŜǘ Ŏŀƴƴƻǘ ōŜ ŦǊŀƎƳŜƴǘŜŘ όǎƻ ƛŦ ǎǳŎƘ ŀ ǇŀŎƪŜǘ ǊŜŀŎƘŜǎ ŀ ǇŀǊǘ ƻŦ ǘƘŜ ƴŜǘǿƻǊƪ ǘƘŀǘ ŎŀƴΩǘ ƘŀƴŘƭŜ 
one that big, that packet is dropped). The third bit is the MF (More Fragments) flag. If MF is set, there 
are more fragments to come. Unfragmented packets of course have the MF flag set to zero. 
 
The Fragment Offset field (13 bits) is used in reassembly of fragmented packets. It is measured in 8 byte 
blocks. The first fragment of a set has an offset of 0. If you had a 2500 byte packet, and were 
fragmenting it into chunks of 1020 bytes, you would have three fragments as follows: 
 
 Fragment ID MF Flag  Total Length Data Size  Offset 
 1  1  1020  1000  0 
 2  1  1020  1000  125 
 3  0  520  500  250 
 
The Time To Live (TTL) field (8 bits) is to prevent packets from being shuttled around indefinitely on a 
network. It was originally intended tƻ ōŜ ƭƛŦŜǘƛƳŜ ƛƴ ǎŜŎƻƴŘǎΣ ōǳǘ ƛǘ Ƙŀǎ ŎƻƳŜ ǘƻ ōŜ ƛƳǇƭŜƳŜƴǘŜŘ ŀǎ άƘƻǇ 
ŎƻǳƴǘέΦ  ¢Ƙƛǎ ƳŜŀƴǎ ǘƘŀǘ ŜǾŜǊȅ ǘƛƳŜ ŀ ǇŀŎƪŜǘ ŎǊƻǎǎŜǎ ŀ ǎǿƛǘŎƘ ƻǊ ǊƻǳǘŜǊΣ ǘƘŜ ƘƻǇ Ŏƻǳƴǘ ƛǎ ŘŜŎǊŜƳŜƴǘŜŘ 
by one. If it reaches zero, the packet is dropped. Typically if this happens, an ICMPvп ƳŜǎǎŀƎŜ όάǘƛƳŜ 
ŜȄŎŜŜŘŜŘέύ ƛǎ ǊŜǘǳǊƴŜŘ ǘƻ ǘƘŜ ǇŀŎƪŜǘ ǎŜƴŘŜǊΦ ¢Ƙƛǎ ƳŜŎƘŀƴƛǎƳ ƛǎ Ƙƻǿ ǘƘŜ traceroute command works. Its 
primary purpose is to prevent looping (packets running around in circles). 
 
The Protocol field (8 bits) defines the type of data found in the data portion of the packet. Protocol 
numbers are not to be confused with ports. Some common protocol numbers are:  

 
1 ICMP Internet Control Message Protocol (RFC 792) 
6 TCP Transmission Control Protocol (RFC 793) 
17 UDP User Datagram Protocol (RFC 768) 
41 IPv6 IPv6 tunneled over IPv4 (RFC 2473) 
83 VINES Banyan Vines IP 
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89 OSPF Open Shortest Path First (RFC 1583) 
132 SCTP Streams Control Transmission Protocol 
 

The Header Checksum field (16 bits). The 16-ōƛǘ ƻƴŜΩǎ ŎƻƳǇƭŜƳŜƴǘ ƻŦ ǘƘŜ ƻƴŜΩǎ ŎƻƳǇƭŜƳŜƴǘ ǎǳƳ ƻŦ ŀƭƭ 
16 bit words in the header. When computing, the checksum field itself is taken as zero. To validate the 
checksum, add all 16 bit words in the header together including the transmitted checksum. The result 
should be 0. If you get any other value, then at least one bit in the packet was corrupted. There are 
certain multiple bit errors that can cancel out, and hence bad packets can go undetected. Note that 
since the hop count (TTL) is decremented by one on each hop, the IP Header checksum must be 
recalculated at each hop. The IP Header Checksum was eliminated in IPv6. 
 
The Source Address field (32 bits) contains the IPv4 address of the sender (may be modified by NAT). 
 
The Destination Address field (32 bits) contains the IPv4 address of the recipient (may be modified by 
NAT in a reply packet). 
 
Options (0 to 40 bytes) Not often used. These are not relevant to this book. If you want the details, read 
the RFCs. 
 
Data ς (variable number of bytes) The data part of the packet ς not really part of the header. Not 
included in the IP Header checksum. The number of bytes in the data field ƛǎ ǘƘŜ ǾŀƭǳŜ ƻŦ Ψ¢ƻǘŀƭ [ŜƴƎǘƘΩΣ 
minus the valǳŜ ƻŦ ΨIŜŀŘŜǊ [ŜƴƎǘƘΩΦ 
 
 
3.3.2.2 ς IPv4 Addressing Model 
 
In IPv4, addresses are 32 bits in length. They are simply numbers from 0 to 4,294,967,295. For the 
convenience of humans, these numbers are typically represented in dotted decimal notation. This splits 
the 32 bit addresses into four 8-bit fields, and then represents each 8-bit field with a decimal number 
from 0 to 255. These decimal numbers cover all possible 8 bit binary patterns from 0000 0000 to 1111 
ммммΦ ¢ƘŜ ŘŜŎƛƳŀƭ ƴǳƳōŜǊǎ ŀǊŜ ǎŜǇŀǊŀǘŜŘ ōȅ άŘƻǘǎέ όάΦέύΦ [ŜŀŘƛƴƎ ȊŜǊƻǎ Ŏŀƴ ōŜ ŜƭƛƳƛƴŀǘŜŘΦ ¢ƘŜ 
following are all valid IPv4 addresses in dotted decimal: 
 
 123.45.67.89  A globally routable address 
 10.3.1.51  A private address 
 255.255.255.255 The broadcast address 
 127.0.0.1  The loopback address for IPv4 
 
IPv6 addresses use a simpler scheme I call coloned hex notation. If something similar were used with 
IPv4, the address 192.168.1.2 would look like c0:a0:1:2, and the subnet mask 255.255.255.240 would 
look like ff:ff:ff:f0. Hexadecimal is also called base 16. Hexadecimal is just like decimal, if you have 6 
extra fingers! Instead of the ten decimal digiǘǎ лΣмΣнΣоΣпΣрΣсΣтΣу ŀƴŘ фΣ ƘŜȄŀŘŜŎƛƳŀƭ Ƙŀǎ мс άŘƛƎƛǘǎέΣ 
ǿƘƛŎƘ ŀǊŜ лΣмΣнΣоΣпΣрΣсΣтΣуΣфΣ!Σ.Σ/Σ5Σ9 ŀƴŘ CΦ .ƻǘƘ ǎȅǎǘŜƳǎ ǳǎŜ άǇƭŀŎŜ ǾŀƭǳŜ ƴƻǘŀǘƛƻƴέΣ ōǳǘ ŘŜŎƛƳŀƭ ƛǎ 
based on powers of 10 (1, 10, 100, 1000, etc), while hexadecimal is based on powers of 16 (1, 16, 256, 
4096, etc). For example, 123 decimal is 1 x 100 + 2 x 10 + 3. 123 hexadecimal is 1 x 256 + 2 x 16 + 3. One 
of the advantages of hexadecimal is extremely simple conversion to and from binary. Each hexadecimal 
digit converts to (or from) exactly 4 binary digits (bits), from 0000, 0001, 0010, up to 1111. 
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Network Ports 
 
Each IP address on a network node has 65,536 ports associated with it (the port number is a 16 bit 
value, and 2 to the 16th is 65,536). Any of those ports can either be used to make an outgoing 
connection, or to accept incoming connections. There is a list of Well Known Ports which associates 
particular ports with certain protocols. For example, port 25 is associated with SMTP. There is nothing 
magical (or e-mail-ish) about port 25. SMTP will work just as well on any other port, e.g. 10025. Use of 
port 25 for SMTP is simply a convention that many people adopt. Such conventions make it easier to 
locate the SMTP server on a node you might not be familiar with. To be specific, ports are a Transport 
Layer thing, and there are really 65,536 TCP ports, and another 65,536 UDP ports for each address. 
ICMP, which is an Internet Layer thing, does not have any port(s) associated with it. 
 
When you deploy an Internet server (e.g. an SMTP server for sending and receiving e-mail), the software 
opens a socket (a programming abstraction) in listen mode on a particular port (in the case of SMTP, 
port 25). An e-mail client that wants to connect to it creates its own socket in connect mode, and tells it 
to connect to a particular IP address (that of the SMTP server) using a particular port (in this case 25). 
When the connection attempt reaches the server, the server detects the attempt, and accepts the 
connection (actually the port on the server that the connection is accepted on will be any available port, 
typically higher than 1024). A well written server would then make a clone of itself (this is called forking 
in UNIX-speak), then go back to listening for further connections, while its clone went ahead and 
processed the connection. When the processing is complete on a given connection, the sockets used 
would be closed (on both server and client), and the clone of the server will quietly commit suicide.  In 
theory you could have thousands of clones of the server all simultaneously handling e-mail connections 
on a single server (given sufficient memory and other resources). Busy web servers (like those at Google) 
often have many thousands of connections being processed at any given time (but never more than 
65,000 on a given interface ς each connection uses up one port). 
 
In UNIX, ports with numbers under 1024 are special, and only software that has root privilege can use 
them. Most common Internet services use ports in that range. There are many Well Known Ports, but 
here are a few of the more common ones: 
 
 22 ς SSH (Secure Shell) 
 25 ς SMTP (client to server and server to server e-mail protocol) 
 53 ς DNS (Domain Naming System) 
 80 ς HTTP (world wide web) 
 110 ς POP (server to client e-mail retrieval) 
 143 ς IMAP (more modern server to client e-mail retrieval) 
 389 ς LDAP (directory service) 
 443 ς HTTPS (world wide web over SSL) 
 
  
3.3.2.3 ς IPv4 Subnetting 
 
This leads us naturally into the topic of IPv4 subnetting. This is one of the more difficult areas of 
ƴŜǘǿƻǊƪƛƴƎ ŦƻǊ ǇŜƻǇƭŜ ƭŜŀǊƴƛƴƎ ǘƻ ǿƻǊƪ ǿƛǘƘ LtǾпΦ !ƭƭ ŀŘŘǊŜǎǎŜǎ ƘŀǾŜ ǘǿƻ άǇŀǊǘǎέΣ ǘƘŜ ŦƛǊǎǘ ǇŀǊǘ ōŜƛƴƎ ǘƘŜ 
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address of the network (e.g. 192.168.0.0), and the second being the node within that network (0.0.2.5). 
¢ƘŜǎŜ ǘǿƻ ǇŀǊǘǎ Ŏŀƴ ōŜ ǎǇƭƛǘ ŀǇŀǊǘ ŀƭƻƴƎ ǎƻƳŜ άōƛǘ ōƻǳƴŘŀǊȅέΦ Lƴ ǘƘƛǎ ŎŀǎŜΣ ǘƘŜ ŀŘŘǊŜǎǎ ƻŦ ǘƘŜ ƴŜǘǿƻǊƪ ƛǎ 
in the first 16 bits, and the node within network is in the last 16 bits. The addresses of all nodes in such a 
subnet share the same first 16 bits, but each has a unique last 16 bits. So, such a subnet might have 
nodes with addresses 192.168.2.5, 192.168.3.7 and 192.168.200.12, but not one with the address 
192.169.2.1. 
 
The subnet mask is used to split an IPv4 address into its two parts. In this case, the subnet mask is 
нррΦнррΦлΦлΦ ¸ƻǳ Řƻ ŀ .ƻƻƭŜŀƴ ά!b5έ ŦǳƴŎǘƛƻƴ ƻŦ ǘƘŜ ŀŘŘǊŜǎǎ ǿƛǘƘ ǘƘŜ ǎǳōƴŜǘ Ƴŀǎƪ ǘƻ ƎŜǘ ǘƘŜ ŀŘŘǊŜǎǎ 
ƻŦ ǘƘŜ ƴŜǘǿƻǊƪΣ ŀƴŘ ŀ .ƻƻƭŜŀƴ ά!b5έ ƻŦ ǘƘŜ ŀŘŘǊŜǎǎ ǿƛǘƘ ǘƘŜ ƻƴŜΩǎ ŎƻƳǇƭŜƳŜƴǘ of the subnet mask (in 
this case 0.0.255.255) to get the node within subnet. This is difficult to visualize in dotted decimal. It is 
ǊŀǘƘŜǊ ƳƻǊŜ ƻōǾƛƻǳǎ ƛƴ ōƛƴŀǊȅΦ ¢ƘŜ ά!b5έ ŦǳƴŎǘƛƻƴ ǇǊƻŘǳŎŜǎ ŀ м ƛŦ ōƻǘƘ ƛƴǇǳǘǎ are 1, else it produces a 
лΦ ¢ƘŜ άƻƴŜΩǎ ŎƻƳǇƭŜƳŜƴǘέ ό άbh¢έύ ŦǳƴŎǘƛƻƴ ŎƘŀƴƎŜǎ ŜŀŎƘ л ǘƻ ŀ мΣ ŀƴŘ ŜŀŎƘ м ǘƻ ŀ лΦ With the AND 
functionΣ ǿƘŜǊŜ ǘƘŜǊŜ ƛǎ ŀ м ƛƴ ǘƘŜ ƳŀǎƪΣ ǘƘŜ ŎƻǊǊŜǎǇƻƴŘƛƴƎ ōƛǘ ƻŦ ǘƘŜ ŀŘŘǊŜǎǎ άŦƭƻǿǎ ǘƘǊƻǳƎƘέ ǘƻ ǘƘŜ 
result. Where there is a 0 in the mask, the corresponding bit of the address is blocked, or forced to the 
value 0. 
 
 Address (192.168.2.5):  1100 0000 1010 1000 0000 0010 0000 0101 
 Subnet Mask (255.255.0.0): 1111 1111 1111 1111 0000 0000 0000 0000 
 AND    --------------------------------------------------------- 
 Network Addr (192.168.0.0) 1100 0000 1010 1000 0000 0000 0000 0000 
 
 
 Address (192.168.2.5):  1100 0000 1010 1000 0000 0010 0000 0101 
 Comp. of  Mask (0.0.255.255): 0000 0000 0000 0000 1111 1111 1111 1111 
 AND    --------------------------------------------------------- 
 Network Addr (0.0.2.5)  0000 0000 0000 0000 0000 0010 0000 0101 
 
For subnet mask 255.0.0.0, the first 8 bits are network address, the last 24 are node within subnet. 
For subnet mask 255.255.0.0, the first 16 bits are network address, the last 16 are node within subnet. 
For subnet mask 255.255.255.0, the first 24 bits are network address, the last 8 are node within subnet. 
 
Subnetting was easy when the three IP address classes (A, B & C) were used. The first few bits of the 
ŀŘŘǊŜǎǎ ŘŜǘŜǊƳƛƴŜŘ ǘƘŜ ǎǳōƴŜǘ ƳŀǎƪΦ LŦ ǘƘŜ ŦƛǊǎǘ ōƛǘ ƻŦ ǘƘŜ он ōƛǘ ŀŘŘǊŜǎǎ ǿŀǎ άлέΣ ǘƘŜƴ ǘƘŜ ŀŘŘǊŜǎǎ ǿŀǎ 
/ƭŀǎǎ !Σ ŀƴŘ ǘƘŜ ǎǳōƴŜǘ Ƴŀǎƪ ǿŀǎ нррΦлΦлΦлΦ LŦ ǘƘŜ ŦƛǊǎǘ ǘǿƻ ōƛǘǎ ƻŦ ǘƘŜ ŀŘŘǊŜǎǎ ǿŜǊŜ άмлέΣ ǘƘŜƴ ǘƘŜ 
address was class B, hence the subnet mask for 255.255.0.0. If the first three bits of the address were 
άммлέΣ ǘƘŜƴ ǘƘŜ ŀŘŘǊŜǎǎ ǿŀǎ Ŏƭŀǎǎ /Σ ƘŜƴŎŜ ǘƘŜ ǎǳōƴŜǘ Ƴŀǎƪ ǿŀǎ нррΦнррΦнррΦлΦ ¢Ƙƛǎ ŎƻǳƭŘ ŀŎǘǳŀƭƭȅ ōŜ 
done automatically, so no one worried about subnet masks. 
 
When CIDR was introduced, there were two consequences. First, the split between the two parts of the 
address could come at any bit boundary, not just after 8, 16 and 24 bits. Second, lots of small blocks (e.g. 
/22 blocks) could be carved out of bigger blocks anywhere in the address space (perhaps from an old 
Class A block, such as 7.x.x.x), so you could no longer determine the correct subnet mask by looking at 
the first few bits of an address. 
 
[ŜǘΩǎ ǎŀȅ ȅƻǳǊ L{tΣ ƛƴǎǘŜŀŘ ƻŦ ƎƛǾƛƴƎ ȅƻǳ ŀ /ƭŀǎǎ / ōƭƻŎƪΣ ƻƴƭȅ ƎƛǾŜǎ ȅƻǳ ŀ άκнуέ ōƭƻŎƪ ƻŦ ǊŜŀƭ όǊƻǳǘŀōƭŜύ 
IPv4 addresses, which would be 16 real IPv4 addresses, e.g. 123.45.67.0 through 123.45.67.15. First, two 
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ƻŦ ǘƘŜǎŜ ŀǊŜ ƴƻǘ ǳǎŀōƭŜΦ мноΦпрΦстΦл ƛǎ ǘƘŜ άƴŜǘǿƻǊƪ ŀŘŘǊŜǎǎέΣ ŀƴŘ мноΦпрΦстΦмр ƛǎ ǘƘŜ άōǊƻŀŘŎŀǎǘ 
ŀŘŘǊŜǎǎέΦ ¢Ƙŀǘ ƭŜŀǾŜǎ мп real addresses. So what is your subnet mask? If you check the above table of 
useful CIDR block sizes, a /28 subnet has a subnet mask of 255.255.255.240. In binary that is 1111 1111 
1111 1111 1111 1111 1111 0000. If you care to count the ones, you find that there are 28 of them 
όƘŜƴŎŜ ǘƘŜ ƴŀƳŜ άκнуέύΦ IƻǿŜǾŜǊΣ ōȅ ǘƘŜ ƻƭŘ ǊǳƭŜǎ όŦƛǊǎǘ ōƛǘ ƛǎ ŀ лύ ǘƘŜǎŜ ŀǊŜ ǊŜŀƭƭȅ ŦǊƻƳ ŀ ά/ƭŀǎǎ !έ ōƭƻŎƪΣ 
so the automatically generated subnet mask would have been 255.255.255.0.  
 
Now, what if your organization really has 100 nodes that need IP addresses? How do you give each of 
ǘƘŜƳ ǳƴƛǉǳŜ ŀŘŘǊŜǎǎŜǎ ƛŦ ȅƻǳ ƻƴƭȅ ƘŀǾŜ мп ǳǎŀōƭŜ ŀŘŘǊŜǎǎŜǎ ǘƻ ǿƻǊƪ ǿƛǘƘΚ ¢ƘŀǘΩǎ ǿƘŜǊŜ bŜǘǿƻǊƪ 
Address Translation (NAT) comes in (covered in the next chapter). If you think CIDR made your life more 
άƛƴǘŜǊŜǎǘƛƴƎέΣ ǿŀƛǘ ǳƴǘƛƭ ȅƻǳ ǎŜŜ ǿƘŀǘ b!¢ ŘƻŜǎ ǘƻ ƛǘΗ DŜǘǘƛƴƎ ǊƛŘ ƻŦ /L5w ŀƴŘ b!¢ ŀǊŜ ƻƴŜ ƻŦ ǘƘŜ ōƛƎ ǿƛƴǎ 
in IPv6. In fact, you will find that the entire subject of subnets has become totally trivial. 
 
 
3.3.2.4 ς MAC Addresses 
 
IPv4 addresses are not actually used at the lowest layer of the TCP/IPv4 network stack (the Link Layer). 
9ŀŎƘ ƴŜǘǿƻǊƪ ƘŀǊŘǿŀǊŜ ƛƴǘŜǊŦŀŎŜ ŀŎǘǳŀƭƭȅ Ƙŀǎ ŀ пу ōƛǘ άa!/ ŀŘŘǊŜǎǎέ ōǳǊƴŜŘ ƛƴǘƻ ƛǘ ōȅ ǘƘŜ 
manufacturer. The firǎǘ нп ōƛǘǎ ƻŦ ǘƘƛǎ όŎŀƭƭŜŘ ǘƘŜ άhǊƎŀƴƛȊŀǘƛƻƴŀƭƭȅ ¦ƴƛǉǳŜ LŘŜƴǘƛŦƛŜǊέ ƻǊ h¦Lύ ǎǇŜŎƛŦȅ ǘƘŜ 
ƳŀƴǳŦŀŎǘǳǊŜǊΦ ¢ƘŜ ƭŀǎǘ нп ōƛǘǎ ƻŦ ǘƘƛǎ όŎŀƭƭŜŘ ǘƘŜ άbŜǘǿƻǊƪ LƴǘŜǊŦŀŎŜ /ƻƴǘǊƻƭƭŜǊ {ǇŜŎƛŦƛŎέ ǇŀǊǘύ ƛǎ ŀǎǎƛƎƴŜŘ 
by each manufacturer, to be unique within a given OUI. This means that the entire 48 bit value is 
globally unique. For example, Dell Computer has a number of OUIs assigned to them by the IEEE, 
including 00-06-5B, 00-08-74 and 00-18-8B. If you encounter a NIC with a MAC address that has one of 
those sets of 24 bitsΣ ƛǘ ǿŀǎ ƳŀŘŜ ōȅ 5Ŝƭƭ /ƻƳǇǳǘŜǊΦ  ²ƘŜƴ ȅƻǳ ǳǎŜ ǘƘŜ ŎƻƳƳŀƴŘ άƛǇŎƻƴŦƛƎ κŀƭƭέ ƛƴ 
Windows, you get a list of network configuration information for all of your interfaces (some of which 
ŀǊŜ άǾƛǊǘǳŀƭέύΦ LŦ ȅƻǳ ƭƻƻƪ ŦƻǊ ά[ƻŎŀƭ !ǊŜŀ /ƻƴƴŜŎǘƛƻƴέΣ ǘƘŀǘ ƛǎ ƛƴŦƻǊƳŀǘƛƻƴ about your main (or only) 
ƴŜǘǿƻǊƪ ŎƻƴƴŜŎǘƛƻƴ ǘƻ ȅƻǳǊ [!bΦ ¦ƴŘŜǊ ǘƘŀǘΣ ȅƻǳ ǿƛƭƭ ǎŜŜ ŀƴ ƛǘŜƳ ƭŀōŜƭŜŘ άtƘȅǎƛŎŀƭ /ƻƴƴŜŎǘƛƻƴέΣ 
followed by 6 pairs of hex digits, separated by dashes. That is the MAC address of your Network 
Interface Card (NIC). Mine is 00-18-8B-78-DA-1A. This means my NIC was made by Dell (my whole 
ŎƻƳǇǳǘŜǊ ǿŀǎΣ ōǳǘ ǘƘŜ a!/ ŀŘŘǊŜǎǎ ŘƻŜǎƴΩǘ ǘŜƭƭ ȅƻǳ ǘƘŀǘύΦ !ŎǘǳŀƭƭȅΣ ǎƛƴŎŜ ǘƘŜ bL/ LΩƳ ǳǎƛƴƎ ƛǎ ƻƴ ǘƘŜ 
motherboard (not an add-on PCI card), this does tell me the motherboard was made by Dell. 
 
Networƪ ǎǿƛǘŎƘŜǎ ŎƻƳŜ ƛƴ ǘǿƻ ǾŀǊƛŜǘƛŜǎΦ ά[ŀȅŜǊ нέ switches (which I would call Link Layer switches) only 
ǿƻǊƪ ǿƛǘƘ a!/ ŀŘŘǊŜǎǎŜǎΦ ¢ƘŜȅ ŘƻƴΩǘ ŜǾŜƴ άǎŜŜέ Lt ŀŘŘǊŜǎǎŜǎΦ IŜƴŎŜ ά[ŀȅŜǊ нέ ǎǿƛǘŎƘŜǎ ŀǊŜ Lt ǾŜǊǎƛƻƴ 
agnostic - they work equally well ǿƛǘƘ LtǾп ƻǊ LtǾсΣ ƻǊ ŀ ƳƛȄǘǳǊŜ ƻŦ ǘƘŜ ǘǿƻ όŘǳŀƭ ǎǘŀŎƪύΦ ά[ŀȅŜǊ оέ 
switches όǎƻƳŜǘƛƳŜǎ ŎŀƭƭŜŘ άǎƳŀǊǘέ ǎǿƛǘŎƘŜǎ) work with MAC addresses, but they also understand and 
can see IP addresses (these work at both the Link Layer and the Internet Layer, in TCP/IP-speak). They 
can do things like create VLANs (Virtual LANs) to segregate traffic based on IP addresses. An IPv4-only 
άƭŀȅŜǊ о ǎǿƛǘŎƘέ Ŏŀƴƴƻǘ ǿƻǊƪ ǿƛǘƘ LtǾс ǘǊŀŦŦƛŎ όƻǊ ŀǘ ƭŜŀǎǘ ƴƻƴŜ ƻŦ ƛǘǎ άƘƛƎƘŜǊ ƭŜǾŜƭέ ŦǳƴŎǘƛƻƴǎ ǿƛƭƭ ŀŦŦŜŎǘ 
IPv6 traffic). There are now a few dual-ǎǘŀŎƪ άƭŀȅŜǊ оέ ǎǿƛǘŎƘŜǎ ƻƴ ǘƘŜ ƳŀǊƪŜǘΣ ǎǳŎƘ ŀǎ ǘƘŜ {a/ уупуaΣ 
which I happen to be running in my home network. I can even manage it over IPv6 (via web and SNMP), 
and create VLANs based on IPv6 addresses.   
 
Mapping From IPv4 Addresses to MAC Addresses 
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The software in the Application Layer, the Transport Layer, and the Internet Layer of the TCP/IPv4 stack 
think in terms of IPv4 addresses. But the Link Layer (and the hardware) thinks in terms of MAC 
addresses. How do IPv4 addresses get mapped onto MAC addresses?  
 
Address Resolution Protocol (ARP) 
 
There are two protocols in TCP/IPvп όǘƘŀǘ ŘƻƴΩǘ ŜǾŜƴ ŜȄƛǎǘ ƛƴ LtǾсύ ŎŀƭƭŜŘ !wt ό!ŘŘǊŜǎǎ wŜǎƻƭǳǘƛƻƴ 
Protocol) and InARP (Inverse Address Resolution Protocol). These protocols live in the Link Layer. ARP 
maps IP addresses onto MAC addresses.  This is kind of like the mapping between FQDNs and IP 
addresses done in the Application Layer by DNS, but down in the Link Layer.  
 
!wt ƛǎ ŘŜŦƛƴŜŘ ƛƴ wC/ унсΣ ά!ƴ 9ǘƘŜǊƴŜǘ !ŘŘǊŜǎǎ wŜǎƻƭǳǘƛƻƴ tǊƻǘƻŎƻƭέΣ bƻǾŜƳōŜǊ мфунΦ !wt ƻǇŜǊŀǘŜǎ 
only across the local link that a host is connected to. It does not cross routers. It is used to determine the 
necessary MAC addresses to get a packet from one node in a subnet to another node in the same 
ǎǳōƴŜǘ όǿƘƛŎƘ ŎƻǳƭŘ ōŜ ŀ άŘŜŦŀǳƭǘ ƎŀǘŜǿŀȅέ ƴƻŘŜ ǘƘŀǘ ƪƴƻǿǎ Ƙƻǿ ǘƻ ǊŜlay it on further. But for the hop 
from the sender to the default gateway, it is the same problem as getting the packet to any other local 
ƴƻŘŜΦ ²ƘŜƴ ǘƘŜ ǎŜƴŘŜǊ ƎƻŜǎ ǘƻ ǎŜƴŘ ŀ ǇŀŎƪŜǘΣ ƛŦ ǘƘŜ ǊŜŎƛǇƛŜƴǘΩǎ ŀŘŘǊŜǎǎ ƛǎ ƻƴ ǘƘŜ ƭƻŎŀƭ ƭƛƴƪΣ ŀƴ !wt 
request is done ŦƻǊ ǘƘŜ ǊŜŎƛǇƛŜƴǘΩǎ ŀŘŘǊŜǎǎΣ ŀƴŘ ǘƘŜ ǇŀŎƪŜǘ ƛǎ ǎŜƴǘ ǘƻ ǘƘŜ ǊŜŎƛǇƛŜƴǘΦ LŦ ǘƘŜ ǊŜŎƛǇƛŜƴǘΩǎ 
address is not ƻƴ ǘƘŜ ƭƻŎŀƭ ƭƛƴƪΣ ŀƴ !wt ǊŜǉǳŜǎǘ ƛǎ ŘƻƴŜ ƛƴǎǘŜŀŘ ŦƻǊ ǘƘŜ ǎŜƴŘŜǊΩǎ ŘŜŦŀǳƭǘ ƎŀǘŜǿŀȅ ŀŘŘǊŜǎǎΣ 
and the packet is sent to the default gateway node, which will then worry about forwarding it on 
towards the real recipient. 
 
Say Alice (one TCP/IPv4 node) want to send a packet to Bob (another TCP/IPv4 node) (on the local link). 
!ǎǎǳƳŜ !ƭƛŎŜ ŘƻŜǎ ƴƻǘ ŎǳǊǊŜƴǘƭȅ ƪƴƻǿ .ƻōΩǎ a!/ ŀŘŘǊŜǎǎΦ 9ŀŎƘ ƳŀŎƘƛƴŜ Ƙŀǎ ŀ ǘŀōƭŜ ƻŦ Lt addresses and 
a!/ ŀŘŘǊŜǎǎŜǎ όŎŀƭƭŜŘ ǘƘŜ !wt ǘŀōƭŜύΦ !ǘ ǘƘƛǎ ǘƛƳŜΣ ǘƘŜǊŜ ƛǎ ƴƻ ŜƴǘǊȅ ƛƴ ǘƘŀǘ ǘŀōƭŜ ǿƛǘƘ .ƻōΩǎ Lt ŀŘŘǊŜǎǎ 
and MAC address. So, Alice first sends an Ethernet ARP packet to all machines on the local link 
(broadcast), with the following info: 
 

opcode = REQUEST 
hardware type = Ethernet, 
protocol = IPv4 
ǎŜƴŘŜǊΩǎ Lt ŀŘŘǊŜǎǎ Ґ !ƭƛŎŜΩǎ LtǾп ŀŘŘǊŜǎǎ όǎƘŜ ƪƴƻǿǎ ƘŜǊ ƻǿƴ Lt ŀŘŘǊŜǎǎύ 
ǎŜƴŘŜǊΩǎ a!/ ŀŘŘǊŜǎǎ Ґ !ƭƛŎŜΩǎ a!/ ŀŘŘǊŜǎǎ όǎƘŜ ƪƴƻǿǎ ƘŜǊ ƻǿƴ a!/ ŀŘŘǊŜǎǎύ 
ǊŜŎƛǇƛŜƴǘΩǎ Lt ŀŘŘǊŜǎǎ Ґ .ƻōΩǎ LtǾп ŀŘŘǊŜǎǎ όǎƘŜ ƪƴƻǿǎ .ƻōΩǎ Lt ŀŘŘǊŜǎǎύ 
ǊŜŎƛǇƛŜƴǘΩǎ a!/ ŀŘŘǊŜǎǎ Ґ ΨŘƻƴΩǘ ŎŀǊŜΩ όŀƭƭ ȊŜǊƻǎύ όǎƘŜ ŘƻŜǎƴΩǘ ƪƴƻǿ .ƻōΩǎ a!/ ŀŘŘǊŜǎǎ ȅŜǘύ 

 
!ƭƭ ƳŀŎƘƛƴŜǎ ƻƴ ǘƘŜ ƭƻŎŀƭ ƭƛƴƪ ǿƛƭƭ ƎŜǘ ǘƘŜ ǇŀŎƪŜǘΣ ōǳǘ ŜǾŜǊȅƻƴŜ ƻǘƘŜǊ ǘƘŀƴ .ƻō ǿƛƭƭ ƛƎƴƻǊŜ ƛǘ όάƴƻǘ ŦƻǊ ƳŜ 
ς TOSS!). Bob understands Ethernet hardware, and IPv4 protocol, and recognizes his own IPv4 address 
όƛǘΩǎ ŦƻǊ a9ΗύΦ IŜ ŀŘŘǎ !ƭƛŎŜΩǎ LtǾп ŀŘŘǊŜǎǎ ŀƴŘ !ƭƛŎŜΩǎ a!/ ŀŘŘǊŜǎǎ ƛƴǘƻ Ƙƛǎ a!/ ǘŀōƭŜ όŦƻǊ ŦǳǘǳǊŜ 
reference), then sends a response Ethernet ARP packet back to Alice (he now knows AlicŜΩǎ a!/ 
address), with the following info: 
 

opcode = RESPONSE 
hardware type = Ethernet 
protocol = IPv4 
ǎŜƴŘŜǊΩǎ Lt ŀŘŘǊŜǎǎ Ґ .ƻōΩǎ LtǾп ŀŘŘǊŜǎǎ όƘŜ ƪƴƻǿǎ Ƙƛǎ ƻǿƴ Lt ŀŘŘǊŜǎǎύ 
ǎŜƴŘŜǊΩǎ a!/ ŀŘŘǊŜǎǎ Ґ .ƻōΩǎ a!/ ŀŘŘǊŜǎǎ όƘŜ ƪƴƻǿǎ Ƙƛǎ ƻǿƴ a!/ ŀŘŘǊŜǎǎύ 
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ǊŜŎƛǇƛŜƴǘΩǎ Lt ŀŘŘǊŜǎǎ Ґ !ƭƛŎŜΩǎ LtǾп ŀŘŘǊŜǎǎ όŦǊƻƳ ǘƘŜ ǊŜǉǳŜǎǘύ 
ǊŜŎƛǇƛŜƴǘΩǎ a!/ ŀŘŘǊŜǎǎ Ґ !ƭƛŎŜΩǎ a!/ ŀŘŘǊŜǎǎ όŦǊƻƳ ǘƘŜ ǊŜǉǳŜǎǘύ 
 

Only Alice gets the response (this is not a broadcast ς Bob knew who made the request and sent the 
response only to the requestor). AliŎŜ ǎŜŜǎ ǘƘŀǘ ǘƘƛǎ ƛǎ ŀ w9{thb{9Σ ŀƴŘ ǘƘŜ ǎŜƴŘŜǊΩǎ ŀŘŘǊŜǎǎ ǘŜƭƭǎ ƛǘ ǿƘƻ 
ǘƘŜ ǊŜǎǇƻƴǎŜ ǿŀǎ ŦǊƻƳΦ !ƭƛŎŜ ǘƘŜƴ ŀŘŘǎ .ƻōΩǎ Lt ŀŘŘǊŜǎǎ ŀƴŘ a!/ ŀŘŘǊŜǎǎ ƛƴǘƻ ƘŜǊ a!/ ǘŀōƭŜΦ bƻǿ ǘƘŀǘ 
she knows how to send things to Bob, she goes ahead with sending the packet that she originally was 
trying to send. This process is called Address Resolution. Hence the name Address Resolution Protocol. 
 
¢ƘŜ a!/ ǘŀōƭŜ Ƙŀǎ ŜȄǇƛǊŀǘƛƻƴ ǘƛƳŜǎ ό¢¢[ύΣ ŀƴŘ ǿƘŜƴ ŀƴ ŜƴǘǊȅ ōŜŎƻƳŜǎ άǎǘŀƭŜέ ƛǘ ǿƛƭƭ ōŜ ŘƛǎŎŀǊŘŜŘΣ ŀƴŘ 
the next time a packet is sent to that address, a new fresh entry will be added to the MAC table. 
 
Lƴ ²ƛƴŘƻǿǎΣ ȅƻǳ Ŏŀƴ ǾƛŜǿ ȅƻǳǊ !wt ǘŀōƭŜ ŀǘ ŀƴȅ ǘƛƳŜΣ ƛƴ ŀ 5h{ ²ƛƴŘƻǿΣ ǿƛǘƘ ǘƘŜ ŎƻƳƳŀƴŘ άŀǊǇ ςŀέΦ 
The results might look something like this: 
 
C: \ Users \ lhughes.HUGHESNET>arp - a 

 

Interface: 172 .20.2.1 ---  0xb  

  Internet Address      Physical Address      Type  

  172.20.0.1            00 - 1b- 21- 1d- c1 - 59     dynamic  

  172.20.0.11           00 - 17- a4- ec - 11- 9c     dynamic  

  172.20.0.12           00 - e0- 81- 47- fa - ce     dynamic  

  172.20.0.13           00 - 15- f2 - 2e- b4- 1c     dynamic  

  172.20.0.21           00 - 18- f3 - 2e- 32- 87     dynamic  

  172.20.0.88           00 - 14- fd - 12- fa - 5a     dynamic  

  172.20.1.6            00 - 1e- 90- 1e- 5b- 4f     dynamic  

  172.20.1.8            00 - 1e- 65- 97- de- e0     dynamic  

  172.20.1.9            00- 15- f2 - 2e- b4- 1c     dynamic  

  172.20.255.255        ff - ff - ff - ff - ff - ff     static  

  224.0.0.22            01 - 00- 5e- 00- 00- 16     static  

  224.0.0.252           01 - 00- 5e- 00- 00- fc     static  

  224.111.140.122       01 - 00- 5e- 6f - 8c - 7a     static  

  226.196.145.70        01 - 00- 5e- 44- 91- 46     static  

  237.62.223.84         01 - 00- 5e- 3e- df - 54     static  

  239.255.255.250       01 - 00- 5e- 7f - ff - fa     static  

 

 
Inverse ARP (InARP) 
 
There is another protocol called Inverse ARP (InARP) that maps MAC addresses onto IP addresses. This is 
needed only by a few network hardware devices (like ATM). It works almost exactly like ARP, except 
ŘƛŦŦŜǊŜƴǘ ƻǇŎƻŘŜǎ ŀǊŜ ǳǎŜŘ ŀƴŘ ǘƘŜ ǎŜƴŘŜǊ ǎŜƴŘǎ ǘƘŜ ǊŜŎƛǇƛŜƴǘΩǎ a!/ ŀŘŘǊŜǎǎ όǿƘƛŎƘ ƛǘ ƪƴƻǿǎύ but zero 
Ŧƛƭƭǎ ǘƘŜ ǊŜŎƛǇƛŜƴǘΩǎ Lt ŀŘŘǊŜǎǎ όǿƘƛŎƘ ƛǘ ǿŀƴǘǎ ǘƻ ƪƴƻǿύΦ ¢ƘŜ ǊŜŎƛǇƛŜƴǘ ǊŜŎƻƎƴƛȊŜǎ ƛǘǎ ƻǿƴ a!/ ŀŘŘǊŜǎǎ 
and responds with the same information that it does to an ARP. The older RARP (Reverse ARP) protocol 
is now deprecated. 
 
 
3.3.3 ς Types of IPv4 Packet Transmissions 
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The most common type of packet transmission is unicast. This is when one node (A) sends a packet to 
just one other node (B). A and B can be in the same local link, or halfway around the world, so long as 
routable IP addresses are used, and a routing path is available between A and B. It is still called unicast. 
 
Another kind of transmission is broadcast (covered in more detail below). Here a node can transmit a 
packet to all nodes in the local link. Usually any node not interested in a broadcast packet will just drop 
it. If the packet was an ICMP echo request (ping), all nodes on the local link might reply to it, which could 
cause a lot of excess traffic. 
 
There is another kind of transmission called anycast. Here a node can transmit a packet to a single node 
ƻǳǘ ƻŦ ŀ ǎŜǘ ƻŦ ǎƻƳŜ ŎƻƭƭŜŎǘƛƻƴ ƻŦ ƴƻŘŜǎ όŜΦƎΦ ǘƘŜ άƴŜŀǊŜǎǘέ 5b{ ǎŜǊǾŜǊύΦ ¦ǎǳŀƭƭȅ ƻƴƭȅ ŀ ǎƛƴƎƭŜ ƴƻŘŜ ǿƛƭƭ 
accept the transmission and reply to the sender. This mechanism is somewhat limited in IPv4, but works 
really well in IPv6. DNS anycast is used with the root DNS servers to allow multiple copies of each root 
server, to handle the load and minimize turnaround on root server requests. 
 
There is one more kind of transmission called multicast. Here one node can send a single stream of 
packets, such as a digitized radio program, and any number of recipient nodes can subscribe to that 
multicast and receive it. Usually listening is a passive act, no responses are sent to the sender. Typically 
the sender has no knowledge of which, or even how many nodes receiving the transmission. It is 
efficient because other nodes further along the network handle replication of the traffic to nodes 
beyond them. This is analogous to many radios receiving a transmission from a single radio transmitting 
station. This is covered in more detail below. This is supported in IPv4, but works far better in IPv6. 
 
 
3.3.3.1 ς IPv4 Broadcast 
 
Any node can send a packet to a special IPv4 address (255.255.255.255) and all nodes on the local link 
will receive it. Usually, there is some kind of information in the packet that allows most nodes to realize 
that packet does not concern them (e.g. if broadcast packet contains a DHCPv4 message, all nodes that 
ŘƻƴΩǘ ƘŀǾŜ ŀ 5I/tǾп ǎŜǊǾŜǊ ǿƛƭƭ ƛƎƴƻǊŜ ƛǘύΦ ¢Ƙƛǎ ƳŜŎƘŀƴƛǎƳ Ŏŀƴ ƘŜƭǇ ƭƻŎŀǘŜ ǎŜǊǾŜǊǎ ƻǊ ǎƻƭǾŜ ƻǘƘŜǊ 
problems (like not yet having a valid IP address), but it can put unnecessary loads on all nodes that 
ŀǊŜƴΩǘ ƛƴǾƻƭved. It can also lead to broadcast storms, which involve massive amounts of useless traffic 
ŎƭƻƎƎƛƴƎ ƻǊ ǘƻǘŀƭƭȅ ǎƘǳǘǘƛƴƎ Řƻǿƴ ŀƴ LtǾп ƴŜǘǿƻǊƪΦ !ǎ ŀƴ ŜȄŀƳǇƭŜΣ ŀ άǎƳǳǊŦ ŀǘǘŀŎƪέ ǎŜƴŘǎ Ȋƛƭƭƛƻƴǎ ƻŦ 
pings to the broadcast address with the request containing the spoofed address of the node under 
ŀǘǘŀŎƪ ŀǎ ǘƘŜ άǎƻǳǊŎŜ ŀŘŘǊŜǎǎέ όǿƘƻ ǎŜƴǘ ǘƘŜ ƳŜǎǎŀƎŜύΦ !ƭƭ ƴƻŘŜǎ ƻƴ ǘƘŜ ƭƻŎŀƭ ƭƛƴƪ άǊŜǎǇƻƴŘέ ǘƻ ǘƘŜ ǇƻƻǊ 
node under attack, which amplifies the attack. There are certain kinds of misconfigurations or hardware 
failures in network switches that can cause broadcast storms as well. 
 
Packets sent to the broadcast address do not cross routers (or VLAN boundaries), so appropriate use of 
these can limit the extent of disruption due to excessive broadcasts or storms. The set of nodes that a 
broadcast will reach is called a broadcast domain.  
 
Broadcast is used in the DHCPv4 protocol, to allow a node to find and communicate with the DHCPv4 
server, before it even gets an address.  
 
Broadcast does not exist in IPv6, because it can be so trouble prone. Other mechanisms are used to 
locateDHCPv6 servers, or solve other problems for which broadcast may be used in IPv4. 
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3.3.3.2 ς IPv4 Multicast 
 
Multicast allows a node to transmit a stream of data (usually as UDP datagrams) to one of a number of 
ǎǇŜŎƛŀƭ άƳǳƭǘƛŎŀǎǘέ ŀŘŘǊŜǎǎŜǎΦ !ƴȅ ƴǳƳōŜǊ ƻŦ ƻǘƘŜǊ ƴƻŘŜǎ Ŏŀƴ ǎǳōǎŎǊƛōŜ ǘƻ ǘƘŀǘ ŀŘŘǊŜǎǎ ŀƴŘ ǊŜŎŜƛǾŜ ǘƘŜ 
ŘŀǘŀƎǊŀƳǎΦ !ǎ ƻƴŜ ŜȄŀƳǇƭŜΣ ǘƘƛǎ ŎƻǳƭŘ ōŜ ǳǎŜŘ ǘƻ ǎŜƴŘ άōǊƻŀŘŎŀǎǘέ όƛƴ ǘƘŜ ƳŜŘƛŀ ǎŜƴǎŜύ Ǌadio or 
television programs.  
 
Sites like YouTubeΣ ŀƴŘ ǎŜǊǾƛŎŜǎ ƭƛƪŜ άƻƴ-ŘŜƳŀƴŘέ ǘŜƭŜǾƛǎƛƻƴΣ ǳǎŜ ǘǊŀŘƛǘƛƻƴŀƭ ǳƴƛŎŀǎǘ όƻƴŜ ǎŜƴŘŜǊ 
connecting to one recipient) transmissions to each user. This requires a great deal of bandwidth, and a 
powerful network infrastructure at the transmission site, especially if there are a large number of 
recipients (potentially millions). Multicast is necessary to bring costs and network bandwidth 
requirements low enough to make it competitive with media broadcast over satellite or cable systems. 
 
There are several mechanisms and protocols involved in IPv4 multicast: 
 

¶ !ƴ Lt ƳǳƭǘƛŎŀǎǘ ƎǊƻǳǇ ŀŘŘǊŜǎǎ όƻƴŜ ƻŦ ǘƘŜLtǾп  ά/ƭŀǎǎ 5έ ŀŘŘǊŜǎǎŜǎ ŘŜǎŎǊƛōŜŘ ŀōƻǾŜύ 

¶ A sending node which can convert some kind of data such as audio and/or video into digital 
form, and transmit the resulting UDP packets to that multicast group address 

¶ A multicast distribution tree, where every router crossed supports multicast operation 

¶ A new protocol called IGMP (Internet Group Management Protocol) that allows clients to 
subscribe to a particular multicast transmission 

¶ Another new protocol called PIM (Protocol Independent Multicast) that sets up multicast 
distribution trees 

¶ /ƭƛŜƴǘǎ ǘƘŀǘ Ŏŀƴ άǎǳōǎŎǊƛōŜέ ǘƻ ǎǇŜŎƛŦƛŎ ƳǳƭǘƛŎŀǎǘ ŀŘŘǊŜǎǎŜǎ όǊŜŎŜƛǾŜ ǘƘŜ Řŀǘŀ ōeing transmitted 
by the sender) and process the received digital data into some kind of service, such as audio or 
video 

 
Assuming there is a multicast program available on a particular multicast address (e.g. 239.1.2.3) a 
consumer can use a multicast client application to extend the distribution tree associated with that 
address to reach to his computer. This corresponds to selecting a channel on a television. There may be 
multiple routers between the sender and this subscriber. All of those routers must support multicast, 
and be informed to replicate packets from that sender to that recipient. IGMP is used to subscribe to a 
specific multicast address, and PIM is used to inform all intervening routers to extend the distribution 
tree to this client. The multicast server does not need to know anything about the recipients, and 
normally does get any response from them. The creation of the distribution tree and subscriptions to 
particular multicast addresses are handled by the clients and intervening multicast routers, not by the 
multicast server. 
 
Unlike unicast routers, a multicast router does not need to know how to reach all possible distribution 
trees, only those for which it is passing traffic from a sender to a recipient. If there is no recipient 
ǎǳōǎŎǊƛōŜŘ ǘƻ ŀ ƎƛǾŜƴ ŎƘŀƴƴŜƭ άŘƻǿƴǎǘǊŜŀƳέ ŦǊƻƳ ŀ ǊƻǳǘŜǊ όŦǊƻƳ ǘƘŜ ǎŜƴŘŜǊ ǘƻ ǊŜŎƛǇƛŜƴǘύΣ ǘƘŜǊŜ ƛǎ ƴƻ 
need for it to replicate packets and forward them downstream. If a recipient downstream from that 
router subscribes to a particular address, then that router will start replicating incoming upstream 
packets from the multicast address and relay them downstream towards that recipient (or recipients). 
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¢Ƙƛǎ ƛǎ ŎŀƭƭŜŘ ŀŘŘƛƴƎ ŀ άƎǊŀŦǘέ ƻƴǘƻ ǘƘŜ ǘǊŜŜΦ LŦ ǘƘŜǊŜ ŀǊŜ ǊŜŎƛǇƛŜƴǘǎ ŘƻǿƴǎǘǊŜŀƳ ƻƴ ŀ ǇŀǊǘƛŎǳƭŀr path from 
ŀ ƳǳƭǘƛŎŀǎǘ ǊƻǳǘŜǊΣ ŀƴŘ ǘƘŜ ƭŀǎǘ ƻƴŜ άǘǳƴŜǎ ƻǳǘέΣ ǘƘŜƴ ǘƘŀǘ ǊƻǳǘŜǊ ƛǎ ƛƴŦƻǊƳŜŘ ǘƻ ǎǘƻǇ ǊŜǇƭƛŎŀǘƛƴƎ ǇŀŎƪŜǘǎ 
ŀƭƻƴƎ ǘƘŀǘ ǇŀǘƘΦ ¢Ƙƛǎ ƛǎ ŎŀƭƭŜŘ ŀ άǇǊǳƴŜέ ƻŦ ǘƘŜ ŘƛǎǘǊƛōǳǘƛƻƴ ǘǊŜŜΦ Lǘ ƛǎ ǇƻǎǎƛōƭŜ ǘƘŀǘ ƻƴŜ ǎǳōǎŎǊƛōŜǊ άǘǳƴƛƴƎ 
ƻǳǘέ ŎƻǳƭŘ ǊŜǎǳƭǘ ƛƴ ŀƴ Ŝƴtire chain of multicast routers being pruned, if there are no other subscribers 
on that subtree. 
 
Multicast is often used for services such as IPTV, including applications such as distance learning. Not all 
IPv4 routers support multicast and tƘŜ ǊŜƭŀǘŜŘ ǇǊƻǘƻŎƻƭǎΣ ǎƻ LtǾп ƳǳƭǘƛŎŀǎǘ ǿƻǊƪǎ ōŜǎǘ ƛƴ άǿŀƭƭŜŘ 
ƎŀǊŘŜƴέ ƴŜǘǿƻǊƪǎΣ ŦƻǊ ŜȄŀƳǇƭŜ ǿƛǘƘƛƴ ŀ ǎƛƴƎƭŜ L{tΩǎ ƴŜǘǿƻǊƪ όŜΦƎΦ /ƻƳŎŀǎǘ ǎǳōǎŎǊƛōŜǊ ŀŎŎŜǎǎƛƴƎ 
multicast content from Comcast). In such a situation it is possible to insure that all intervening routers 
support the necessary protocols (which are optional in IPv4). 
 
It is possible to build a fully IPv4 multicast compliant router using open source operating systems and an 
open source package called XORP (eXtensible Open Router Platform, at www.xorp.org). XORP was first 
developed for FreeBSD, but is available on Linux, OpenBSD, NetBSD and Mac OS X. The XORP technology 
and team has recently been transferred to a commercial startup backed by VCs (called XORP Inc). Many 
modern enterprise-class routers support IPv4 multicast, but not all do. Not many SOHO-class routers do. 
In IPv6, Multicast is an integral part of the standard, and support is mandatory in all compliant devices. It 
also works in a very different way, and is much more scalable. 
 
Internet Relay Chat (IRC) uses a different approach to multicast (not the standard multicast protocols), 
and creates a spanning tree across its overlay network to all nodes that subscribe to a given chat 
channel. Unlike multicast delivered media content, IRC is a two-way channel.  
 
Standards relevant to IPv4 Multicast include: 
 

¶ wC/ мммнΣ άIƻǎǘ 9ȄǘŜƴǎƛƻƴǎ ŦƻǊ Lt ƳǳƭǘƛŎŀǎǘƛƴƎέΣ !ǳƎǳǎǘ мфуф ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ нносΣ άLƴǘŜǊƴŜǘ DǊƻǳǇ aŀƴŀƎŜƳŜƴǘ tǊƻǘƻŎƻƭΣ ±ŜǊǎƛƻƴ нέΣ bƻǾember 1997 (Standards Track) 

¶ wC/ нрууΣ άLt aǳƭǘƛŎŀǎǘ ŀƴŘ CƛǊŜǿŀƭƭǎέΣ aŀȅ мффф όLƴŦƻǊƳŀǘƛƻƴŀƭύ 

¶ wC/ нфлуΣ ά¢ƘŜ LƴǘŜǊƴŜǘ aǳƭǘƛŎŀǎǘ !ŘŘǊŜǎǎ !ƭƭƻŎŀǘƛƻƴ !ǊŎƘƛǘŜŎǘǳǊŜέΣ {ŜǇǘŜƳōŜǊ нллл 
(Informational) 

¶ wC/ оотсΣ άLƴǘŜǊƴŜǘ DǊƻǳǇ aŀƴŀƎŜƳŜƴǘ tǊƻǘƻŎƻƭΣ ±ŜǊǎƛƻƴ оέΣ hŎǘƻber 2002 (Standards Track) 

¶ wC/ оррфΣ άaǳƭǘƛŎŀǎǘ !ŘŘǊŜǎǎ !ƭƭƻŎŀǘƛƻƴ aL.έΣ WǳƴŜ нлло ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ офтоΣ άtǊƻǘƻŎƻƭ LƴŘŜǇŜƴŘŜƴǘ aǳƭǘƛŎŀǎǘ ς Dense Mode (PIM-5aύέΣ WŀƴǳŀǊȅ нллр 
(Experimental) 

¶ wC/ пнусΣ άaǳƭǘƛŎŀǎǘ wƻǳǘŜǊ 5ƛǎŎƻǾŜǊȅέΣ 5ŜŎŜƳōŜǊ нллр ό{ǘŀƴŘŀrds Track) 

¶ wC/ прпмΣ ά/ƻƴǎƛŘŜǊŀǘƛƻƴǎ ŦƻǊ LƴǘŜǊƴŜǘ DǊƻǳǇ aŀƴŀƎŜƳŜƴǘ tǊƻǘƻŎƻƭ όLDatύ ŀƴŘ aǳƭǘƛŎŀǎǘ 
[ƛǎǘŜƴŜǊ 5ƛǎŎƻǾŜǊȅ tǊƻǘƻŎƻƭ όa[5ύ {ƴƻƻǇƛƴƎ {ǿƛǘŎƘŜǎέΣ aŀȅ нллс όLƴŦƻǊƳŀǘƛƻƴŀƭύ 

¶ wC/ пслмΣ άtǊƻǘƻŎƻƭ LƴŘŜǇŜƴŘŜƴǘ aǳƭǘƛŎŀǎǘ ς Sparse Mode (PIM-SM): Protocol Specification 
όwŜǾƛǎŜŘύέΣ !ǳƎǳǎǘ нллс ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ пслпΣ ά¦ǎƛƴƎ LƴǘŜǊƴŜǘ DǊƻǳǇ aŀƴŀƎŜƳŜƴǘ tǊƻǘƻŎƻƭ ±ŜǊǎƛƻƴ о όLDatǾоύ ŀƴŘ aǳƭǘƛŎŀǎǘ 
Listener Discovery Protocol Version 2 (MLDv2) for Source-{ǇŜŎƛŦƛŎ aǳƭǘƛŎŀǎǘέΣ !ǳƎǳǎǘ нллс 
(Standards Track) 

¶ wC/ пслрΣ άLnternet Group Management Protocol (IGMP) / Multicast Listener Discovery (MLD)-
.ŀǎŜŘ aǳƭǘƛŎŀǎǘ CƻǊǿŀǊŘƛƴƎ όLDatκa[5 tǊƻȄȅƛƴƎύέΣ !ǳƎǳǎǘ нллс ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ пслтΣ ά{ƻǳǊŎŜ {ǇŜŎƛŦƛŎ aǳƭǘƛŎŀǎǘ ŦƻǊ LtέΣ !ǳƎǳǎǘ нллс ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 
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¶ wC/ псмлΣ ά!ƴȅŎŀǎǘ-RP UǎƛƴƎ tǊƻǘƻŎƻƭ LƴŘŜǇŜƴŘŜƴǘ aǳƭǘƛŎŀǎǘ όtLaύέΣ !ǳƎǳǎǘ нллс ό{ǘŀƴŘŀǊŘǎ 
Track) 

¶ wC/ рлмрΣ ά.ƛŘƛǊŜŎǘƛƻƴŀƭ tǊƻǘƻŎƻƭ LƴŘŜǇŜƴŘŜƴǘ aǳƭǘƛŎŀǎǘ ό.L5Lw-tLaύέΣ hŎǘƻōŜǊ нллт 
(Standards Track) 

¶ wC/ рлслΣ άtǊƻǘƻŎƻƭ LƴŘŜǇŜƴŘŜƴǘ aǳƭǘƛŎŀǎǘ aL.έΣ WŀƴǳŀǊȅ нллу ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ RF/ рммлΣ άhǾŜǊǾƛŜǿ ƻŦ ǘƘŜ LƴǘŜǊƴŜǘ aǳƭǘƛŎŀǎǘ wƻǳǘƛƴƎ !ǊŎƘƛǘŜŎǘǳǊŜέΣ WŀƴǳŀǊȅ нллу 
(Informational) 

¶ wC/ рморΣ άLt aǳƭǘƛŎŀǎǘ wŜǉǳƛǊŜƳŜƴǘǎ ŦƻǊ ŀ bŜǘǿƻǊƪ !ŘŘǊŜǎǎ ¢ǊŀƴǎƭŀǘƻǊ όb!¢ύ ŀƴŘ ŀ bŜǘǿƻǊƪ 
!ŘŘǊŜǎǎ tƻǊǘ ¢ǊŀƴǎƭŀǘƻǊ όb!t¢ύέΣ CŜōǊǳŀǊȅ нллу ό.Ŝǎǘ /ǳǊǊŜƴǘ tǊŀŎǘƛŎŜǎ) 

¶ wC/ роонΣ άat[{ aǳƭǘƛŎŀǎǘ 9ƴŎŀǇǎǳƭŀǘƛƻƴǎέΣ !ǳƎǳǎǘ нллу ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ ротпΣ άaǳƭǘƛŎŀǎǘ 9ȄǘŜƴǎƛƻƴǎ ǘƻ ǘƘŜ {ŜŎǳǊƛǘȅ !ǊŎƘƛǘŜŎǘǳǊŜ ŦƻǊ ǘƘŜ LƴǘŜǊƴŜǘ tǊƻǘƻŎƻƭέΣ 
November 2008 (Standards Track) 

¶ wC/ роупΣ ά¢ƘŜ tǊƻǘƻŎƻƭ LƴŘŜǇŜƴŘŜƴǘ aǳƭǘƛŎŀǎǘ όtLaύ Wƻƛƴ !ǘǘǊƛōǳǘŜ CƻǊƳŀǘέΣ bƻǾŜƳōŜǊ нллу 
(Standards Track) 

¶ wC/ рплмΣ άaǳƭǘƛŎŀǎǘ bŜƎŀǘƛǾŜ-!ŎƪƴƻǿƭŜŘƎŜƳŜƴǘ όb!/Yύ .ǳƛƭŘƛƴƎ .ƭƻŎƪǎέΣ bƻǾŜƳōŜǊ нллу 
(Standards Track) 

¶ wC/ ррмфΣ άaǳƭǘƛŎŀǎǘ DǊƻǳǇ aŜƳōŜǊǎƘƛǇ 5ƛǎŎƻǾŜǊȅ aL.έΣ !ǇǊƛƭ нллф ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ ртплΣ άb!/Y-OrientŜŘ wŜƭƛŀōƭŜ aǳƭǘƛŎŀǎǘ όbhwaύ ¢ǊŀƴǎǇƻǊǘ tǊƻǘƻŎƻƭέΣ bƻǾŜƳōŜǊ нллф 
(Standards Track) 

¶ wC/ рттмΣ άL!b! DǳƛŘŜƭƛƴŜǎ ŦƻǊ LtǾп aǳƭǘƛŎŀǎǘ !ŘŘǊŜǎǎ !ǎǎƛƎƴƳŜƴǘǎέΣ aŀǊŎƘ нлмл ό.Ŝǎǘ 
Current Practice) 

¶ wC/ ртфлΣ ά[ƛƎƘǘǿŜƛƎƘǘ LƴǘŜǊƴŜǘ DǊƻǳǇ aŀƴŀƎŜƳŜƴǘ tǊƻǘƻŎƻƭ ±ŜǊǎƛƻƴ о όLDMPv3) and Multicast 
[ƛǎǘŜƴŜǊ 5ƛǎŎƻǾŜǊȅ ±ŜǊǎƛƻƴ н όa[5Ǿнύ tǊƻǘƻŎƻƭǎέΣ CŜōǊǳŀǊȅ нлмл ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

 
 
3.3.3.3 ς Internet Group Management Protocol (IGMP) 
 
IGMP is an Internet Layer protocol that supports IPv4 multicast. It manages the membership of IPv4 
multicast groups, and is used by network hosts and adjacent multicast routers to establish multicast 
ƎǊƻǳǇ ƳŜƳōŜǊǎƘƛǇΦ ¢ƘŜǊŜ ŀǊŜ ǘƘǊŜŜ ǾŜǊǎƛƻƴǎ ƻŦ ƛǘ ǎƻ ŦŀǊΦ LDatǾм ƛǎ ŘŜŦƛƴŜŘ ƛƴ wC/ мммнΣ άIƻǎǘ 
ExǘŜƴǎƛƻƴǎ ŦƻǊ Lt aǳƭǘƛŎŀǎǘƛƴƎέΣ !ǳƎǳǎǘ мфуфΦ LDatǾн ƛǎ ŘŜŦƛƴŜŘ ƛƴ wC/ нносΣ άLƴǘŜǊƴŜǘ DǊƻǳǇ 
aŀƴŀƎŜƳŜƴǘ tǊƻǘƻŎƻƭΣ ±ŜǊǎƛƻƴ нέΣ bƻǾŜƳōŜǊ мффтΦ LDatǾо ƛǎ ŘŜŦƛƴŜŘ ƛƴ wC/ оотсΣ άLƴǘŜǊƴŜǘ DǊƻǳǇ 
Management Protocol, Version 3έΣ hŎǘƻōŜǊ нллнΦ 
 
{ƻƳŜ ά[ŀȅŜǊ нέ ǎǿƛǘŎƘŜǎ ƘŀǾŜ ŀ ŦŜŀǘǳǊŜ ŎŀƭƭŜŘ άLDat ǎƴƻƻǇƛƴƎέΣ ǿƘƛŎƘ ŀƭƭƻǿǎ ǘƘŜƳ ǘƻ ƭƻƻƪ ŀǘ ǘƘŜ 
ά[ŀȅŜǊ оέ ǇŀŎƪŜǘ ŎƻƴǘŜƴǘΣ ǘƻ ŜƴŀōƭŜ ƳǳƭǘƛŎŀǎǘ ǘǊŀŦŦƛŎ ǘƻ Ǝƻ ƻƴƭȅ ǘƻ ǘƘƻǎŜ ǇƻǊǘǎ ǿƘƛŎƘ ƘŀǾŜ ǎǳōǎŎǊƛōŜǊǎ ƻƴ 
them, while blocking it (and thereby reducing unnecessary traffic) on ports with no subscribers. A switch 
without IGMP snooping will flood all connected nodes in the broadcast domain with all multicast traffic. 
¢Ƙƛǎ Ŏŀƴ ōŜ ǳǎŜŘ ōȅ ƘŀŎƪŜǊǎ ǘƻ άŘŜƴȅ ǎŜǊǾƛŎŜέ ǘƻ ŎƭƛŜƴǘǎ ǘƘat are too busy receiving and ignoring 
multicast traffic to handle useful traffic. This is called a Denial of Service, or DoS attack. Active IGMP 
ǎƴƻƻǇƛƴƎ ƛǎ ŘŜǎŎǊƛōŜŘ ƛƴ wC/ прпмΣ ά/ƻƴǎƛŘŜǊŀǘƛƻƴǎ ŦƻǊ LƴǘŜǊƴŜǘ DǊƻǳǇ aŀƴŀƎŜƳŜƴǘ tǊƻǘƻŎƻƭ όLDatύ 
and Multicast Listener Discovery Protocol (MLDύ {ƴƻƻǇƛƴƎ {ǿƛǘŎƘŜǎέΣ aŀȅ нллсΦ 
 
 
3.3.3.4 ς Protocol Independent Multicast (PIM) 
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PIM supports IPv4 ƳǳƭǘƛŎŀǎǘΦ Lǘ ƛǎ ŎŀƭƭŜŘ άǇǊƻǘƻŎƻƭ ƛƴŘŜǇŜƴŘŜƴǘέ ōŜŎŀǳǎŜ ƛǘ ŘƻŜǎ ƴƻǘ ƛƴŎƭǳŘŜ ƛǘǎ ƻǿƴ 
network topology discovery mechanism. PIM does not include routing, but provides multicast 
forwarding by using static IPv4 routes, or routing tables created by IPv4 routing protocols, such as RIP, 
RIPv2,  OSPF, IS-IS or BGP. 
 
PIM Dense Mode ƛǎ ŘŜŦƛƴŜŘ ƛƴ wC/ офтоΣ άtǊƻǘƻŎƻƭ LƴŘŜǇŜƴŘŜƴǘ aǳƭǘƛŎŀǎǘ ς Dense Mode (PIM-5aύέΣ 
January 2005. This uses dense multicast routing, which builds shortest-path trees by flooding multicast 
traffic domain wide, then pruning branches where no receivers are present. It does not scale well. 
 
PIM Sparse Mode ƛǎ ŘŜŦƛƴŜŘ ƛƴ wC/ пслмΣ άtǊƻǘƻŎƻƭ LƴŘŜǇŜƴŘŜƴǘ aǳƭǘƛŎŀǎǘ ς Sparse Mode (PIM-{aύέΣ 
August 2006. PIM-SM builds unidirectional shared trees routed at a rendezvous point per group, and can 
create shortest-path trees per source. It scales fairly well for wide-area use. 
 
Bidirectional PIM ƛǎ ŘŜŦƛƴŜŘ ƛƴ wC/ рлмрΣ ά.idirectional Protocol Independent Multicast (BIDIR-tLaύέΣ 
October 2007. It builds shared bi-directional trees. In never builds a shortest-path tree, so there may be 
longer end-to-end delays, but it scales very well.  
 
 
3.3.4 ς ICMPv4: Internet Control Message Protocol for IPv4 
 
ICMPv4 is a key protocol in the Internet Layer that complements version 4 of the Internet Protocol 
όLtǾпύΦ Lǘ ǿŀǎ ƻǊƛƎƛƴŀƭƭȅ ŘŜŦƛƴŜŘ ƛƴ wC/ тфнΣ άLƴǘŜǊƴŜǘ /ƻƴǘǊƻƭ aŜǎǎŀƎŜ tǊƻǘƻŎƻƭέΣ {ŜǇǘŜƳōŜǊ мфумΦ ¢ƘŜǊŜ 
are a number of ICMP messages defined. Some of these are generated by the network stack in response 
to errors in datagram delivery. Some are used for diagnostic purposes (to check for network 
connectivity). Others are used for flow control (source quench) or routing (redirect).  
 
An ICMPv4 message consists of an IPv4 packet header, followed by 8 bytes that specify the details for 
each ICMP message, followed by 32 or more bytes of data (depending on implementation). 
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Figure 3.3-c: ICMPv4 Message Synax 

 
The IP Header Version field contains the value 4 (for IPv4), and the Header Length is 20 bytes. 
 
The IP Header Type of Service contains the value 0. 
 
The IP Header Total Length field contains the sum of 20 (header length) + 8 (ICMP header Length) + 
number of bytes of data to be sent in message. 
 
The IP Header Time To Live field is set to some reasonable count (or very specific counts if used to 
implement the traceroute function). 
 
The IP Header Protocol field contains the value 1 (ICMPv4 protocol) 
 
The IP Header Source Address field contains the IPv4 address of the sending node. 
 
The IP Header Destination Address field contains the IPv4 address of the receiving node. 
 
The ICMP Header Type of Message field (8 bits) specifies the ICMP message type, such as 8 for Echo 
Request. See below for the most common message types. 
 
The ICMP Header Code field (8 bits) specifies options for the ICMP message. For example, with Message 
Type 3, the code defines ǿƘŀǘ ŦŀƛƭŜŘΣ ŜΦƎΦ л ƳŜŀƴǎ ά5Ŝǎǘƛƴŀǘƛƻƴ ƴŜǘǿƻǊƪ ǳƴǊŜŀŎƘŀōƭŜέΣ ǿƘƛƭŜ м ƳŜŀƴǎ 
ά5Ŝǎǘƛƴŀǘƛƻƴ Ƙƻǎǘ ǳƴǊŜŀŎƘŀōƭŜέΦ 
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The ICMP Header Checksum (16 bits) field is defined the same way as for an IPv4 header, but covers the 
bytes in the ICMP message (not including the IP header bytes). 
 
The ICMP Header ID field (16 bits) can contain an ID, used only in Echo messages. 
 
The ICMP Header Sequence field (16 bits) contains a sequence number, also used only in Echo messages. 
 
Type    Code  Description 
 
0 ς Echo Reply   0  Echo reply (in response to Echo request) 
 
3 ς Destination Unreachable 0  Net unreachable 
    1  Host unreachable 
    2  Protocol unreachable 
    3  Port unreachable 
    4  Fragmentation required, and DF flag set 
    5  Source route failed 
 
4 ς Source Quench  0  Source quench for congestion control 
 
5 ς Redirect Message  0  Redirect Datagram for the Network 
    1  Redirect Datagram for the Host 
    2  Redirect Datagram for the TOS & network 
    3  Redirect Datagram for the TOS & host 
 
8 ς Echo Request  0  Echo Request 
 
11 ς Time Exceeded  0  TTL expired in transit 
    1  Fragment reassembly time exceeded 
 
 
For a ping diagnostic, the sending node transmits an ICMP Echo Request message (Type = 8). The ID can 
be set to any value (0 to 65,535), and the sequence number is set initially to 0, then is incremented by 
one for each ping in a sequence. The Data field (following the ICMP header) can contain any data 
(typically some ASCII string). When the receiving node gets an ICMP Echo Request, it sends an ICMP 
Echo Reply (Type = 0). The ID, sequence number and data fields in the reply must contain exactly what 
were sent in the request.  
 
If the destination of a packet is unreachable, your TCP/IP stack will return a Destination Unreachable 
ICMP packet, with the code explaining what could not be reached. 
 
If a packet cannot be sent by the preferred path (e.g. due to a link specified in a static route being 
down), an ICMP Redirect message will be sent to the packet sender (typically the previous router) which 
should then try other paths. 
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If the TTL in a packet header is decremented all the way to zero, the packet is discarded, and a Time 
Exceeded ICMP message will be sent to the packet sender. 
 
If a node is receiving packets faster than it can handle them, it can send an ICMP Source Quench 
message to the sender, who should slow down. 
 
According to the standards, all nodes should always respond to an Echo Request with an Echo Reply. 
Due to use of this function by many hackers and worms (for network mapping), many sites now violate 
the standard and do not reply to Echo requests. Many ISPs now actually block Echo Requests. Note that 
in IPv6, you cannot just block all ICMPv6 messages, as it is a far more integral part of the protocol. 
 
 
3.3.5 ς IPv4 Routing 
 
TCP/IP was designed from the beginning to be an internetworking protocol. That means it supports ways 
to get packets from one node to another, even across multiple networks, by various routes through a 
possibly complex series of interconnections. If one or more links go down, the packets may travel by 
another route. Even within a given group of packets (say, ones that constitute a long e-mail message), 
some of the packets may go by one route, and others by another. The process of determining a viable 
route (or routes) to get traffic from A to B is called routing. This is one of the most complex areas of 
TCP/IP. There are entire long books on the subject. We will be covering only the simplest details, in 
order to show what how routing differs between IPv4 and IPv6. 
 
{ƻƳŜ ǎƛƳǇƭŜǊ ƴŜǘǿƻǊƪ ǇǊƻǘƻŎƻƭǎ όǎǳŎƘ ŀǎ aƛŎǊƻǎƻŦǘΩǎ bŜǘ.Lh{ ƻǊ bŜǘ.9¦Lύ ŀǊŜ non-routing. They will 
ǿƻǊƪ ƻƴƭȅ ǿƛǘƘƛƴ ŀ ǎƛƴƎƭŜ [!bΦ ¢/tκLt ŀƴŘ bŜǘǿŀǊŜΩǎ Lt·κ{t· ǎǳǇǇƻǊǘ routing. You can connect multiple 
networks together with them and any node in any network can (in general) exchange data with any 
other node in any connected network. The Internet is simply the largest set of interconnected networks 
ƛƴ ǘƘŜ ǿƻǊƭŘΦ ¢/tκLtΩǎ ŦƭŜȄƛōƭŜ ǊƻǳǘƛƴƎ ŎŀǇŀōƛƭƛǘƛŜǎ ŀǊŜ ƻƴŜ ƻŦ ǘƘŜ ǘƘƛƴƎǎ ǘƘŀǘ Ƴake it possible. 
 
There are many components used to create IP based networks, including NICs, cables, bridges, switches, 
and gateways. Of these, only gateways (network devices that can forward packets from one network 
segment to another) do routing. There are several kinds of gateways. The simplest case is a router, 
which uses various protocols, such as RIP, OSPF and BGP to determine where to forward packets, 
depending on their destination address. It is possible to build a router from a generic PC (or other 
computer) if it has multiple network interfaces (NICs), connected to multiple (otherwise disjoint) 
networks. Most operating systems with network support can be configured to do packet forwarding 
(accepting a packet from one network, via one NIC, and then forwarding it on to another network, via a 
different NIC). Typically no changes are made to the packet other than decrementing the hop count in 
the IP packet header. If NAT is being performed, numerous changes may be made to the packet header. 
 
It is also possible for a gateway node to do other processing as the packets flow through it, such as 
filtering packets on certain criteria (e.g. allow traffic using port 25 to node 172.20.0.11 to pass, but block 
port 25 traffic to all other nodes). These are called packet filtering firewalls. They are really just routers 
that allow more control over the flow of traffic, and can protect the network from various attacks. Even 
in a packet filtering firewall, all processing still takes place at the Internet Layer. More sophisticated 
ǇŀŎƪŜǘ ŦƛƭǘŜǊƛƴƎ ŦƛǊŜǿŀƭƭǎ Ŏŀƴ άƛƴǎǇŜŎǘέ ǘƘŜ ŎƻƴǘŜƴǘǎ ƻŦ ǘƘŜ ǇŀŎƪŜǘǎ ŀƴŘ Ƴŀƛƴǘŀƛƴ ŀ ǊŜŎƻǊŘ όάǎǘŀǘŜέύ ƻŦ 



50 

 

things that really are associated with higher levels of the network stack (e.g. Transport or Application 
Layers). This is called deep packet inspection, or stateful inspection.  
 
Lǘ ƛǎ ŀƭǎƻ ǇƻǎǎƛōƭŜ ǘƻ ƘŀǾŜ ŀ ōŀǎǘƛƻƴ Ƙƻǎǘ ǘƘŀǘ ŘƻŜǎƴΩǘ Ƨǳǎǘ ŦƻǊǿŀǊŘ ǘǊŀŦŦƛŎΤ ƛǘ ǊŜŎŜƛǾŜǎ protocol connections 
on behalf of nodes on the internet network, and relays them onward if they are acceptable. They act as 
a proxy for the internal servers. Processing here takes place at the Application Layer. Proxy firewalls are 
much more secure, but also more complex and slower. Typically, a proxy server must be created for 
each protocol handled by the firewall. There can be both incoming proxies (as described above) and 
outgoing proxies (your node makes an outgoing connection to a proxy in your firewall, and it makes a 
further outgoing connection to the node you really want to connect to. These allow better control than 
a simple packet filtering firewall. If a firewall does both packet forwarding with stateful inspection, and 
has proxy servers (incoming and/or outgoing) for at least some protocols, it is called a hybrid firewall, 
and can provide the best of both worlds. 
 
The standards relevant to routing in IPv4 include: 
 

¶ wC/ млруΣ άwƻǳǘƛƴƎ LƴŦƻǊƳŀǘƛƻƴ tǊƻǘƻŎƻƭέΣ WǳƴŜ мфуу όIƛǎǘƻǊƛŎύ 

¶ wC/ ммпнΣ άh{L L{-IS Intra-ŘƻƳŀƛƴ wƻǳǘƛƴƎ tǊƻǘƻŎƻƭέΣ CŜōǊǳŀǊȅ мффл όLƴŦƻǊƳŀǘƛƻƴŀƭύ 

¶ wC/ ммфр ά¦ǎŜ ƻŦ h{L L{-L{ ŦƻǊ wƻǳǘƛƴƎ ƛƴ ¢/tκLt ŀƴŘ 5ǳŀƭ 9ƴǾƛǊƻƴƳŜƴǘǎέΣ 5ŜŎŜƳōŜǊ мффл 
(Standards Track) 

¶ wC/ нонуΣ άh{tC ±ŜǊǎƛƻƴ нέΣ !ǇǊƛƭ мффу ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ нпроΣ άwLt ±ŜǊǎƛƻƴ нέΣ bƻǾŜƳōŜǊ мффу ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ пнтмΣ ά! .ƻǊŘŜǊ DŀǘŜǿŀȅ tǊƻǘƻŎƻƭ п ό.Dt-пύέΣ WŀƴǳŀǊȅ нллс ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 
 

Lƴ ²ƛƴŘƻǿǎΣ ȅƻǳ Ŏŀƴ ǾƛŜǿ ŀƭƭ ŎǳǊǊŜƴǘƭȅ ƪƴƻǿƴ ǊƻǳǘŜǎ ǿƛǘƘ ǘƘŜ άǊƻǳǘŜ ǇǊƛƴǘέ ŎƻƳmand: 
 
C: >route print  

===========================================================================  

Interface List  

 11...00 22 15 24 32 9c ......Realtek PCIe GBE Family Controller  

  2...00 22 b0 51 37 7c ......D - Link DGE - 530T Gigabit Ethernet Adapter  

  1... ........................Software Loopback Interface 1  

 12...00 00 00 00 00 00 00 e0 Microsoft ISATAP Adapter  

 14...00 00 00 00 00 00 00 e0 Microsoft ISATAP Adapter #2  

 19...00 00 00 00 00 00 00 e0 Teredo Tunneling Pseudo - Interface  

========================= ==================================================  

 

IPv4 Route Table  

===========================================================================  

Active Routes:  

Network Destination        Netmask          Gateway       Interface  Metric  

          0.0.0.0          0.0.0.0       172.20.0.1      192.168 . 1.8     276  

        127.0.0.0        255.0.0.0         On - link         127.0.0.1    306  

        127.0.0.1  255.255.255.255         On - link         127.0.0.1    306  

  127.255.255.255  255.255.255.255         On - li nk         127.0.0.1    306  

      192.168 .0.0      255.255.0.0         On - link       192.168 . 1.8     276  

      192.168 .2.1  255.255 .255.255         On - link       192.168 . 1.8     276  

  192.168. 255.255  255.255 .255.255         On - link       192.168 . 1.8     276  

        224.0.0.0        240.0.0.0         On - link         127.0.0.1    306  

        224.0.0.0        2 40.0.0.0         On - link       192.168 . 1.8     276  
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  255.255.255.255  255.255.255.255         On - link         127.0.0.1    306  

  255.255.255.255  255.255 .2 55.255         On - link       192.168.1.8     276  

===========================================================================  

Persistent Routes:  

  Network Address          Netmask  Gateway Address  Metric  

          0.0.0.0          0.0.0.0      192.168 .0.1  Default  

===========================================================================  

 

There are a number of routing protocols for IPv4 that are typically handled only in the core, or where a 
customer network meets the core, the edge router. These include RIP, RIPv2, EIGRP, IS-IS, OSPF and 
BGP. 
 
Routing is a very deep, complex subject, and we will be touching only on the most obvious aspects in 
this book, to give a rough idea of the differences in routing between IPv4 and IPv6. 
 
RIP ςRouting Information Protocol, version 1Φ 5ŜŦƛƴŜŘ ƛƴ wC/ млруΣ άwƻǳǘƛƴƎ LƴŦƻǊƳŀǘƛƻƴ tǊƻǘƻŎƻƭέΣ WǳƴŜ 
1988. This protocol is an older one, but still in widespread use (especially by low end routers, such as 
SOHO units and in some interior gateways). It is used to exchange routing information with gateways 
and other hosts. It is based on the distance vector algorithm, which was first used in the Arpanet, circa 
1967. RIP is a UDP based protocol, using port 520. 
 
RIPv2 ς Routing Information Protocol, version 2Φ 5ŜŦƛƴŜŘ ƛƴ wC/ нпроΣ άwLt ±ŜǊǎƛƻƴ нέΣ bƻǾŜƳōŜǊ мффуΦ 
Although OSPF and IS-IS are superior, there were so many implementations of RIP in use, it was decided 
to try to improve on it. Extensions were made to incorporate the concepts of autonomous systems, 
IGP/EGP interactions, subnetting and authentication. The lack of subnet masks in RIPv1 was a particular 
problem. RIPv2 is limited to networks whose longer ǇŀǘƘ ƛǎ мр ƘƻǇǎΦ  Lǘ ŀƭǎƻ ǳǎŜǎ ŦƛȄŜŘ άƳŜǘǊƛŎǎέ ǘƻ 
compare alternative routes, which is an oversimplification. However, RIPv2 becomes unstable if you try 
to account for different metrics. See RFC for details. 
 
EIGRP ς Enhanced Interior Gateway Routing Protocol. This is not an IETF protocol, but a Cisco 
proprietary routing protocol based on their earlier IGRP. EIGRP is able to deal with CIDR, including use of 
variable length subnet masks. It can run separate routing processes for IPv4, IPv6, IPX and AppleTalk 
protocols, but does not support translation between protocols. For details, see Cisco documentation. 
 
IS-IS ς Intermediate System to Intermediate System Routing Protocol. IS-L{ όǇǊƻƴƻǳƴŎŜŘ άŜȅŜ-ǎȅǎέύ ǿŀǎ 
originally developed by Digital Equipment Corporation (DEC) as part of DECnet Phase V, and formally 
defined as part of ISO/IEC 10589:2002 for the Open System Interconnection reference design. It is not 
an Internet standard, although the details are published as Informational wC/ ммпнΣ άh{L L{-IS Intra-
ŘƻƳŀƛƴ wƻǳǘƛƴƎ tǊƻǘƻŎƻƭέΣ CŜōǊǳŀǊȅ мффлΦ !ƴƻǘƘŜǊ wC/ ǎǇŜŎƛŦƛŜǎ Ƙƻǿ ǘƻ ǳǎŜ L{-IS for routing in TCP/IP 
ŀƴŘκƻǊ h{L ŜƴǾƛǊƻƴƳŜƴǘǎΥ wC/ ммфр ά¦ǎŜ ƻŦ h{L L{-L{ ŦƻǊ wƻǳǘƛƴƎ ƛƴ ¢/tκLt ŀƴŘ 5ǳŀƭ 9ƴǾƛǊƻƴƳŜƴǘǎέΣ 
December 1990. IS-IS is an Interior Gateway Protocol, for use within an administrative domain or 
network. It is not intended for routing between autonomous systems, which is the role of BGP. It is not a 
distance vector algorithm, it is a link-state protocol.  It operates by reliably flooding network topology 
information through a network of routers, allowing each router to build its own picture of the complete 
network. OSPF (developed by the IETF about the same time) is more widely used, although it appears 
that IS-IS has certain characteristics that make it superior in large ISPs. 
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OSPFv2 ς Open Shortest Path First, Version 2. Unlike EIGRP and IS-IS, OSPF is an IETF standard. OSPFv2 is 
ŘŜŦƛƴŜŘ ƛƴ wC/ нонуΣ άh{tC ±ŜǊǎƛƻƴ нέΣ !ǇǊƛƭ мффуΦ h{tC ƛǎ ǘƘŜ Ƴƻǎǘ ǿƛŘŜƭȅ ǳǎŜŘ LƴǘŜǊƛƻǊ DŀǘŜǿŀȅ 
Protocol today (as opposed to BGP, which is an Exterior Gateway Protocol). Like IS-IS, OSPF is a link-state 
protocol. It gathers link state information from available routers and builds a topology map of the 
network.  It was designed to support variable-length subnet masking (VLSM) or CIDR addressing models. 
Changes to the network topology are rapidly detected, and it converges on a new optimal routing 
ǎǘǊǳŎǘǳǊŜ ǿƛǘƘƛƴ ǎŜŎƻƴŘǎΦ Lǘ ŀƭƭƻǿǎ ǎǇŜŎƛŦƛŎŀǘƛƻƴ ƻŦ ŘƛŦŦŜǊŜƴǘ ƳŜǘǊƛŎǎ όάŎƻǎǘ ƻŦ ǘǊŀƴǎƳƛǎǎƛƻƴέ ƛƴ ǎƻƳŜ 
sense) for various links to allow better modeling of the real world (where some links are fast, some 
slow). OSPF does not layer over UDP or TCP, but uses IP datagrams with a protocol number of 89. This is 
very different from RIP or BGP. OSPF uses multicast, including the special addresses: 
 
 224.0.0.5  All SPF/link state routers AllSPFRouters 
 224.0.0.6  All Designated Routers  ALLDRouters 
 
For routing IPv4 multicast traffic, there is MOSPF (Multicast Open Short Path First), defined in RFC 1584, 
άaǳƭǘƛŎŀǎǘ 9ȄǘŜƴǎƛƻƴǎ ǘƻ h{tCέΣ aŀǊŎƘ мффпΦ IƻǿŜǾŜǊΣ ǘƘƛǎ ƛǎ ƴƻǘ ǿƛŘŜƭȅ ǳǎŜŘΦ LƴǎǘŜŀŘΣ Ƴƻǎǘ ǇŜƻǇƭŜ ǳǎŜ 
PIM in conjunction with OSPF or other Interior Gateway Protocols. 
 
BGP-4 ς Border Gateway Protocol 4Φ 5ŜŦƛƴŜŘ ƛƴ wC/ пнтмΣ άA Border Gateway Protocol 4 (BGP-пύέΣ 
January 2006. This version supports routing only IPv4. There are defined multiprotocol extensions 
(BGP4+) that support IPv6 and other protocols, which will be described in Chapter 5. 
 
BGP is an External Gateway Protocol (compare with IS-IS and OSPFv2, which are Internal Gateway 
Protocols). It is not used within networks, but only between Autonomous Systems. Its primary function 
is to exchange network reachability information with other BGP systems. This includes information on 
the list of Autonomous Systems (ASes) that reachability information traverses. This is sufficient for BGP 
to construct a graph of AS connectivity from which routing loops can be pruned, and, at the AS level 
certain policy decisions may be enforced. 
 
BGP-4 includes mechanisms for supporting CIDR. They can advertise a set of destinations as an IP prefix, 
ŜƭƛƳƛƴŀǘƛƴƎ ǘƘŜ ŎƻƴŎŜǇǘ ƻŦ ƴŜǘǿƻǊƪ άŎƭŀǎǎέ ǿƘƛŎƘ ǿŀǎ ǇǊŜǎŜƴǘ ƛƴ ŜŀǊƭȅ .Dt ƛƳǇƭŜƳŜƴǘŀǘƛƻƴǎΦ .Dt-4 also 
has mechanisms that allow aggregation of routes and AS paths. Most networks that obtain service from 
ISPs never deploy BGP themselves. It is mostly for exchange of information between ISPs, especially if 
they are multi-homed (obtain upstream service from more than one source). This would be referred to 
as Exterior Border Gateway Protocol or EBGP. Enormous networks that are too large for OSPF could 
deploy BGP themselves as a top level linking multiple OSPF routing domains (this would normally be 
referred to as Interior Border Gateway Protocol or IBGP). 
 
BGP is a path vector protocol. It does not use IGP metrics, but makes routing decisions based on path, 
network policies and/or rulesets. It replaces the now defunct Exterior Gateway Protocol (EGP), which 
ǿŀǎ ŦƻǊƳŀƭƭȅ ǎǇŜŎƛŦƛŜŘ ƛƴ wC/ флпΣ ά9ȄǘŜǊƛƻǊ DŀǘŜǿŀȅ tǊƻǘƻŎƻƭ CƻǊƳŀƭ {ǇŜŎƛŦƛŎŀǘƛƻƴέΣ !ǇǊƛƭ мфупΦ 
 
 
3.3.5.1 ς Network Address Translation (NAT) 
 
It is also possible for a gateway to do Network Address Translation (NAT) as packets are forwarded. One 
form of this allows multiple internal nodes (which use Private Addresses, such as 10.1.2.3) to be 
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translated to globally routable addresses (like 123.45.67.89) on the way out. It also can translate the 
globally routable destination address of packets sent in reply to an outgoing packet back to the Private 
Address of the originating node, so that it can complete a query/response transaction. Typically ports 
are shifted by a NAT gateway in such a way that it can figure out which internal node to send reply 
ǇŀŎƪŜǘǎ ǘƻΦ ¢Ƙƛǎ ŀƭƭƻǿǎ Ƴŀƴȅ ƛƴǘŜǊƴŀƭ ƴƻŘŜǎ ǘƻ άǎƘŀǊŜέ όƘƛŘŜ ōŜƘƛƴŘύ ŀ ǎƛƴƎƭŜ Ǝƭƻōŀƭƭȅ ǊƻǳǘŀōƭŜ LtǾп 
address (necessary now that we are running out of these). NAT will be covered in more detail in the next 
chapter. 
 
The relevant RFCs for NAT for IPv4 include: 
 

¶ wC/ мфмуΣ ά!ŘŘǊŜǎǎ !ƭƭƻŎŀǘƛƻƴ ŦƻǊ tǊƛǾŀǘŜ LƴǘŜǊƴŜǘǎέΣ CŜōǊǳŀǊȅ мффс ό.Ŝǎǘ /ǳǊǊŜƴǘ tǊŀŎǘƛŎŜǎύ 

¶ wC/ нссоΣ άLt bŜǘǿƻǊƪ !ŘŘǊŜǎǎ ¢ǊŀƴǎƭŀǘƻǊ όb!¢ύ ¢ŜǊƳƛƴƻƭƻƎȅ ŀƴŘ /ƻƴǎƛŘŜǊŀǘƛƻƴǎέΣ !ǳƎǳǎǘ 
1999 (Informational) 

¶ wC/ нсфпΣ ά5b{ ŜȄǘŜƴǎƛƻƴǎ ǘƻ bŜǘǿƻǊƪ !ŘŘǊŜǎǎ ¢ǊŀƴǎƭŀǘƻǊǎ ό5b{ψ![DύέΣ {ŜǇǘŜƳōŜǊ мффф 
(Informational) 

¶ wC/ нтлфΣ ά{ŜŎǳǊƛǘȅ aƻŘŜƭ ǿƛǘƘ ¢ǳƴƴŜƭ-ƳƻŘŜ LtǎŜŎ ŦƻǊ b!¢ 5ƻƳŀƛƴǎέΣ hŎǘƻōŜǊ мффф 
(Informational) 

¶ wC/ нффоΣ ά!ǊŎƘƛǘŜŎǘǳǊŀƭ LƳǇƭƛŎŀǘƛƻƴǎ ƻŦ b!¢έΣ bƻǾŜƳōŜǊ нллл όLƴŦƻǊƳŀǘƛƻƴŀƭύ 

¶ wC/ олннΣ ά¢ǊŀŘƛǘƛƻƴŀƭ Lt bŜǘǿƻǊƪ !ŘŘǊŜǎǎ ¢ǊŀƴǎƭŀǘƻǊ ό¢ǊŀŘƛǘƛƻƴŀƭ b!¢ύέΣ WŀƴǳŀǊȅ нллм 
(Informational) 

¶ wC/ онорΣ άbŜǘǿƻǊƪ !ŘŘǊŜǎǎ ¢ǊŀƴǎƭŀǘƻǊ όb!¢ύ-CǊƛŜƴŘƭȅ !ǇǇƭƛŎŀǘƛƻƴ 5ŜǎƛƎƴ DǳƛŘŜƭƛƴŜǎέΣ WŀƴǳŀǊȅ 
2002 (Informational) 

¶ wC/ ормфΣ άaƻōƛƭŜ Lt ¢ǊŀǾŜǊǎŀƭ ƻŦ bŜǘǿƻǊƪ !ŘŘǊŜǎǎ ¢Ǌŀƴǎƭŀǘƛƻƴ όb!¢ύ 5ŜǾƛŎŜǎέΣ !ǇǊƛƭ нлло 
(Standards Track) 

¶ wC/ отмрΣ άLtǎŜŎ-bŜǘǿƻǊƪ !ŘŘǊŜǎǎ ¢Ǌŀƴǎƭŀǘƛƻƴ όb!¢ύ /ƻƳǇŀǘƛōƛƭƛǘȅ wŜǉǳƛǊŜƳŜƴǘǎέΣ aŀǊŎƘ 
2004 (Informational) 

¶ wC/ офптΣ άbŜƎƻǘƛŀǘƛƻƴ ƻŦ b!¢-¢ǊŀǾŜǊǎŀƭ ƛƴ ǘƘŜ LY9έΣ WŀƴǳŀǊȅ нллр ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ пллуΣ ά5ŜŦƛƴƛǘƛƻƴǎ ƻŦ aŀƴŀƎŜŘ hōƧŜŎǘǎ ŦƻǊ bŜǘǿƻǊƪ !ŘŘǊŜǎǎ ¢ǊŀƴǎƭŀǘƻǊǎ όb!¢ύέΣ aŀǊŎƘ нллр 
(Standards Track) 

¶ wC/ птутΣ άbŜǘǿƻǊƪ !ŘŘǊŜǎǎ ¢Ǌŀƴǎƭŀǘƛƻƴ όb!¢ύ .ŜƘŀǾƛƻǊŀƭ wŜǉǳƛǊŜƳŜƴǘǎ ŦƻǊ ¦ƴƛŎŀǎǘ ¦5tέΣ 
January 2007 (Best Current Practices) 

¶ wC/ пфссΣ άwŜŀǎƻƴǎ ǘƻ aƻǾŜ ǘƘŜ bŜǘǿƻǊƪ !ŘŘǊŜǎǎ ¢Ǌŀƴslator ς Protocol Translator (NAT-PT) to 
IƛǎǘƻǊƛŎ {ǘŀǘǳǎέ όLƴŦƻǊƳŀǘƛƻƴŀƭύ 

¶ wC/ рмнуΣ ά{ǘŀǘŜ ƻŦ tŜŜǊ-to-Peer (P2P) Communication across Network Address Translators 
όb!¢ǎύέΣ aŀǊŎƘ нллу όLƴŦƻǊƳŀǘƛƻƴŀƭύ 

¶ wC/ рнлтΣ άb!¢ ŀƴŘ CƛǊŜǿŀƭƭ ¢ǊŀǾŜǊǎŀƭ LǎǎǳŜǎ ƻŦ Iƻǎǘ LŘŜƴǘƛǘȅ tǊƻǘƻŎƻƭ όILtύ /ƻƳƳǳƴƛŎŀǘƛƻƴέΣ 
April 2008 (Informational) 

¶ wC/ роунΣ άb!¢ .ŜƘŀǾƛƻǊŀƭ wŜǉǳƛǊŜƳŜƴǘǎ ŦƻǊ ¢/tέΣ hŎǘƻōŜǊ нллу ό.Ŝǎǘ /ǳǊǊŜƴǘ tǊŀŎǘƛŎŜǎύ 

¶ wC/ роуфΣ ά{Ŝǎǎƛƻƴ ¢ǊŀǾŜǊǎŀƭ ¦ǘƛƭƛǘƛŜǎ ŦƻǊ b!¢ ό{¢¦bύέΣ hŎǘƻōŜǊ нллу ό{ǘŀƴŘŀǊŘ ¢ǊŀŎƪύ 

¶ wC/ ррлуΣ άb!¢ .ŜƘŀǾƛƻǊŀƭ wŜǉǳƛǊŜƳŜƴǘǎ ŦƻǊ L/atέΣ !ǇǊƛƭ нллф ό.Ŝǎǘ /ǳǊǊŜƴǘ tǊŀŎǘƛŎŜǎύ 

¶ wC/ ррфтΣ άbŜǘǿƻǊƪ !ŘŘǊŜǎǎ ¢Ǌŀƴǎƭŀǘƛƻƴ όb!¢ύ .ŜƘŀǾƛƻǊŀƭ wŜǉǳƛǊŜƳŜƴǘǎ ŦƻǊ ǘƘŜ 5ŀǘŀƎǊŀƳ 
/ƻƴƎŜǎǘƛƻƴ /ƻƴǘǊƻƭ tǊƻǘƻŎƻƭέΣ {ŜǇǘŜƳōŜǊ нллф ό.Ŝǎǘ /ǳǊǊŜƴǘ tǊŀŎǘƛŎŜǎύ 

¶ wC/ рсупΣ ά¦ƴƛƴǘŜƴŘŜŘ /ƻƴǎŜǉǳŜƴŎŜǎ ƻŦ b!¢ 5ŜǇƭƻȅƳŜƴǘǎ ǿƛǘƘ hǾŜǊƭŀǇǇƛƴƎ !ŘŘǊŜǎǎ {ǇŀŎŜέΣ 
February 2010 (Informational) 
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It should be obvious from the number of RFCs that explain how NAT affects other things that NAT has a 
heavy impact on almost every aspect of networks. There are also a lot oŦ άLƴŦƻǊƳŀǘƛƻƴŀƭέ wC/ǎ ǊŜǉǳƛǊŜŘ 
to explain exactly how it impacts these things. Removing NAT has no downside (given sufficient 
addresses) and vastly simplifies network architecture and management in addition to lowering costs. It 
also vastly simplifies application design and implementation. The removal of NAT and restoration of the 
flat address space is one of the main benefits of moving to IPv6. Unfortunately, we have an entire 
ƎŜƴŜǊŀǘƛƻƴ ƻŦ ƴŜǘǿƻǊƪ ŜƴƎƛƴŜŜǊǎ ǿƘƻ ƘŀǾŜ ŀǎǎǳƳŜŘ ǘƘŀǘ b!¢ ƛǎ άǘƘŜ ǿŀȅ ƴŜǘǿƻǊƪǎ ŀǊŜ ŘƻƴŜέΣ ŀƴŘ 
ŘƻƴΩǘ ǊŜŀƭƛȊŜ ƛǘ ǿŀǎ ŎǊŜŀǘŜŘ ƻƴƭȅ ŀǎ ŀ ǘŜƳǇƻǊŀǊȅ ŎǊǳǘŎƘ ǘƻ ŜȄǘŜƴŘ ǘƘŜ ƭƛŦŜ ƻŦ ǘƘŜ LtǾп ŀŘŘǊŜǎǎ ǎǇŀŎŜ ǳƴǘƛƭ 
LtǾс ŎƻǳƭŘ ōŜ ŎƻƳǇƭŜǘŜŘ ŀƴŘ ŘŜǇƭƻȅŜŘΦ .ŜŦƻǊŜ b!¢Σ ǘƘŜ LtǾп LƴǘŜǊƴŜǘ ǿŀǎ άŦƭŀǘέ ŀƴŘ ŦƛǊŜǿŀƭƭǎ ƘŀŘ ǾŜǊȅ 
effective security without NAT (L Ŏŀƭƭ ǘƘƛǎ άŎƭŀǎǎƛŎ ŦƛǊŜǿŀƭƭ ŀǊŎƘƛǘŜŎǘǳǊŜέύΦ Lƴ LtǾсΣ ǿŜ ŀǊŜ ǎƛƳǇƭȅ ǊŜǘǳǊƴƛƴƎ 
to the original concept of any node to any node connectivity that characterized the Pre-NAT IPv4 
Internet. Protocols like SIP, IPsec, IKE and Mobile IP will work far better without NAT in the way. DNS is 
ŀƭǎƻ ƎǊŜŀǘƭȅ ǎƛƳǇƭƛŦƛŜŘ ƛƴ ǘƘŜ ŀōǎŜƴŎŜ ƻŦ b!¢ όƴƻ ƛƴǘŜǊƴŀƭ ǾǎΦ ŜȄǘŜǊƴŀƭ άǾƛŜǿǎέ ŀǊŜ ǊŜǉǳƛǊŜŘύΦ 
 
Most routers and firewalls typically include NAT for IPv4, although it would be possible to have a NAT 
gateway without any filtering or routing capabilities that does only NAT.  
 
In general, any gateway that modifies the source and/or destination addresses in a packet (possibly also 
the source port number) is doing NAT. There are several forms of it, the most popular being address 
masquerading (hide mode NAT) and one-to-one (BINAT, or static NAT). 
 
Most IPv4 networks today make use of private addresses ŀǎ ŘŜŦƛƴŜŘ ƛƴ wC/ мфмуΣ ά!ŘŘǊŜǎǎ !ƭƭƻŎŀǘƛƻƴ ŦƻǊ 
tǊƛǾŀǘŜ LƴǘŜǊƴŜǘǎέΣ CŜōǊǳŀǊȅ мффсΦ .ŀǎƛŎŀƭƭȅΣ ǘƘǊŜŜ ōƭƻŎƪǎ ƻŦ ŀŘŘǊŜǎǎŜǎ όмлΦлΦлΦлκуΣ мтнΦмсΦлΦлκмн ŀƴŘ 
192.168.0.0/16) were permanently removed from the available Internet allocation pool, marked as 
άǳƴǊƻǳǘŀōƭŜέ ƻƴ ǘƘŜ LƴǘŜǊƴŜǘΣ ŀƴŘ ǊŜǎŜǊǾŜŘ ŦƻǊ ǳǎŜ ŀǎ ǎƻƳething similar to telephone extension 
numbers in an office (hiding behind a single company phone number, via a Private Branch Exchange). It 
is possible for any company to use addresses from any or all of these ranges to number the nodes inside 
their networks. However, these addresses cannot be routed on the Internet from anyone, since they are 
no longer globally unique). Hence, if the users of nodes with those addresses want to use the Internet, 
ǘƘŜǊŜ Ƴǳǎǘ ōŜ ŀŘŘǊŜǎǎ ǘǊŀƴǎƭŀǘƛƻƴ ǘƻ ŀƴŘ ŦǊƻƳ άǊŜŀƭέ όƎƭƻōŀƭƭȅ unique) addresses at the gateway that 
connects them to the Internet, which is what NAT does. 
 
Note that the most popular form of NAT is more properly called NAPT όάbŜǘǿƻǊƪ !ŘŘǊŜǎǎ tƻǊǘ 
Translationέύ ǿƘich involves the translation of both IP addresses and port numbers. 
 
b!¢ ƛǎ ŘŜŦƛƴŜŘ ƛƴ wC/ олннΣ ά¢ǊŀŘƛǘƛƻƴŀƭ Lt bŜǘǿƻǊƪ !ŘŘǊŜǎǎ ¢ǊŀƴǎƭŀǘƻǊ ό¢ǊŀŘƛǘƛƻƴŀƭ b!¢ύέΣ WŀƴǳŀǊȅ нллмΦ 
{ƻƳŜ ŀǎǇŜŎǘǎ ƻŦ b!¢ ŀǊŜ ŘŜŦƛƴŜŘ ƛƴ wC/ нссоΣ άLt bŜǘǿƻǊƪ !ŘŘǊŜǎǎ ¢ǊŀƴǎƭŀǘƻǊ όb!¢ύ Terminology and 
/ƻƴǎƛŘŜǊŀǘƛƻƴǎέΣ !ǳƎǳǎǘ мфффΦ 
 
One form of NAT Traversal (STUNύ ƛǎ ŘŜŦƛƴŜŘ ƛƴ wC/ роуф ά{Ŝǎǎƛƻƴ ¢ǊŀǾŜǊǎŀƭ ¦ǘƛƭƛǘƛŜǎ ŦƻǊ b!¢ ό{¢¦bύέΣ 
October 2008. STUN is a protocol that serves as a tool for other protocols in dealing with Network 
Address Translator (NAT) traversal.  It can be used by an endpoint to determine the IP address and port 
allocated to it by a NAT. It can also be used to check connectivity between two endpoints, and as a 
keepalive protocol to maintain NAT bindings. STUN works with many existing NATs and does not require 
any special behavior from them. 
 
Connection without NAT (inside the LAN) 
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Say you have two nodes (Alice and Bob) on your LAN. Alice has the address 10.50.3.12, and Bob has the 
address 10.50.3.75 (both private addresses). They can make connections within their LAN (to any 
address in the 10.0.0.0/8 network) with no problem. Say there is a web server (port 80) at 10.1.20.30. 
In the following, we will specify the port number appended to the IP address, separated by a colon (e.g. 
10.50.3.12:12345). When Alice makes a connection to the web server, the destination port is 80, but her 
source port is a randomly chosen value greater than 1024, that is not already in use (e.g. 12345 or 
54321). The same source port would be used for the duration of the connection. Replies from the server 
ǿƻǳƭŘ ōŜ ǎŜƴǘ ǳǎƛƴƎ !ƭƛŎŜΩǎ ǎƻǳǊŎŜ ŀŘŘǊŜǎǎ ŀƴŘ ǇƻǊǘ ŀǎ ǘƘŜ destination address and port in the reply 
packets. For example: 
 
     Source Addr:Port Destination Addr:Port 
Traffic from Alice to Server:  10.50.3.12:12345 10.1.20.30:80 
Replies from Server to Alice:  10.1.20.30:80  10.50.3.12:12345 
 
Traffic from Bob to Server:  10.50.3.75:54321 10.1.20.30:80 
Replies from Server to Bob:  10.1.20.30:80  10.50.3.75:54321 
 
Note: the above behavior is somewhat simplified. Such as server could accept only one connection at a 
time, which would have to complete before anyone else could connect. This is because a given 
address:port can only handle one connection at any given time. A real-world server would have a parent 
process listening for connections on a well known port (e.g. 80). When some client connects to the well 
known port, the parent process would create a child process (or thread) which would accept the 
connection (using yet another unused port number) and process it. Meanwhile the main process would 
go back to listening for further connections on the well known port. If ten users were connected at a 
time, there would be 11 processes running, one main process and ten child processes (one for each 
ŎƻƴƴŜŎǘƛƻƴύΦ CǊƻƳ ǘƘŜ ǾƛŜǿǇƻƛƴǘ ƻŦ ǘƘŜ ŎƭƛŜƴǘ όŜΦƎΦ ǿƛǘƘ άƴŜǘǎǘŀǘ ςƴŀέύ ƛǘ ǿƻǳƭŘ ŀǇǇŜŀǊ ǘƘŀǘ ǘƘŜ ǊŜƳƻǘŜ 
port (the one on the server) was the original well known port (e.g. 80). 
 
Connection through Hide Mode NAT 
 
But how do Alice and Bob connect to www.ipv6.org? That node happens to have an IPv4 address of 
молΦнотΦнопΦплΣ ŀƴŘ ǿŜΩǊŜ ǎǘƛƭƭ ƛƴ /ƘŀǇǘŜǊ оΣ ǎƻ ǘƘŜȅ ŘƻƴΩǘ ƘŀǾŜ LtǾс ȅŜǘΗ [ŜǘΩǎ ǎŀȅ ǘƘŜǊŜ ƛǎ ŀ b!¢ 
gateway where their LAN (or L{tύ ŎƻƴƴŜŎǘǎ ǘƻ ǘƘŜ LƴǘŜǊƴŜǘΦ Lǘ Ƙŀǎ ŀƴ άƻǳǘǎƛŘŜέ ŀŘŘǊŜǎǎ όǿƘƛŎƘ Ƴǳǎǘ ōŜ ŀ 
valid, routable IPv4 address) of 12.34.56.137. If either Alice or Bob connect to www.ipv6.org (over IPv4), 
they will be told that they are connecting over IPv4, from the address 12.34.56.137, not from their 
private address, even if the connections are made at the same instant. How can www.ipv6.org reply 
with the correct webpage to each of them? 
 
²ƛǘƘ ƘƛŘŜ ƳƻŘŜ b!¢Σ ǘƘŜ ƎŀǘŜǿŀȅ ƛǎ ǘǊŀƴǎƭŀǘƛƴƎ ǘƘŜ ǎƻǳǊŎŜ ŀŘŘǊŜǎǎ ƛƴ !ƭƛŎŜΩǎ ǇŀŎƪŜǘǎ ŦǊom 10.50.3.12 to 
12.34.56.137. It is also ǘǊŀƴǎƭŀǘƛƴƎ ǘƘŜ ǎƻǳǊŎŜ ŀŘŘǊŜǎǎ ƛƴ .ƻōΩǎ ǇŀŎƪŜǘǎ ŦǊƻƳ млΦрлΦоΦтр ǘƻ 12.34.56.137. 
The destination address was 130.237.234.40:80 for both Alice and Bob. Their browsers would each 
ŎƘƻƻǎŜ ŀ ǊŀƴŘƻƳ ǎƻǳǊŎŜ ǇƻǊǘΦ [ŜǘΩǎ ǎŀȅ !ƭƛŎŜΩǎ ŎƘƻǎŜ млмно ŀƴŘ .ƻōΩǎ ŎƘƻǎŜ нлонмΦ ¢ƘŜ b!¢ ƎŀǘŜǿŀȅ 
would not only translate the source address from both Alice and Bob, it would also shift the source 
ports, and keep track in a table of the source address, the original source port, and the shifted source 
ǇƻǊǘ όŦƻǊ ŜŀŎƘ ŎƻƴƴŜŎǘƛƻƴύΦ [ŜǘΩǎ ǎŀȅ !ƭƛŎŜΩǎ ǇƻǊǘ ƛǎ ǎƘƛŦǘŜŘ ǘƻ олрст ŀƴŘ .ƻōΩǎ ǘƻ плтсрΦ ¢ƘŜ bŜǿ {ƻǳǊŎŜ 
Address for outgoing connections and the old destination address for incoming connections will always 
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be the same (the outside address of the NAT gateway), so it does not need to keep those in the table. 
The resulting NAT table would look like this: 
 
  Source Addr:Port  Shifted Port 
  10.50.3.12:10123  30567 
  10.50.3.75:20321  40765 
 
    Src Addr:Port   Xlat Src Addr :Port Dest. Addr :Port 
Traffic from Alice to server: 10.50.3.12:10123 12.34.56.137:30567 130.237.234.40:80 
 
    Src Addr:Port  Dest Addr:Port  Xlat Dest Addr:Port 
Traffic from server to Alice: 130.237.234.40:80 12.34.56.137:30567 10.50.3.12:10123 
 
    Src Addr:Port   Xlt Src Addr :Port Dest. Addr :Port 
Traffic from Bob to server: 10.50.3.75:20321 12.34.56.137:40765 130.237.234.40:80 
 
    Src Addr:Port  Dest Addr:Port  Xlt Dest Addr:Port 
Traffic from server to Bob: 130.237.234.40:80 12.34.56.137:40765 10.50.3.75:20321 
 
!ƭƛŎŜΩǎ ŎƻƴƴŜction appears (to www.ipv6.org) to be coming from 12.34.56.137:30567. When ipv6.org 
replies to Alice, it is sent from 130.237.234.40:80 to 12.34.56.137:30567. The NAT gateway looks up that 
port in its table, and sees that it was used for an outgoing connection from 10.50.3.12:10123, so it 
translates the destination address and port to that, and forwards the packets correctly to Alice.  
 
.ƻōΩǎ ŎƻƴƴŜŎǘƛƻƴ ŀǇǇŜŀǊǎ όǘƻ www.ipv6.org) to be coming from 12.34.56.137:40765. When ipv6.org 
replies to Bob, it is sent from 130.237.234.40:80 to 12.34.56.137:40765. The NAT gateway looks that 
port up in its table, and sees that it was used from a connection from 10.50.3.75:20321, so it translates 
the destination address and port to that, and forwards those packets correctly to Bob. 
 
BINAT (One to One NAT) 
 
If you are doing NAT at your gateway, most routers or firewalls support another form of NAT, which is 
known as BINAT (Bidirectional NAT) or One-to-One (sometimes also static NAT). This works much the 
same as regular (hide mode) NAT, except there is no port shifting involved. This means there can only be 
one internal node associated with each globally routable external address. This is used only for servers 
that must be accessible from the outside world. 
 
Typically a server has both an internal (private) address (e.g. 10.0.0.13), and an external (unique, globally 
routable) address (e.g. 12.34.56.131). With for outgoing connections, the gateway rewrites the source 
address of each packet to be the external address for that node (but does not shift the port). For 
incoming connections, the gateway rewrites the destination address to be the internal address for that 
node. Internally, the node will have only the internal address. However, if you connected to 
www.ipv6.org from such a node, it would show a connection from not the hide mode address for the 
gateway, but the unique external address associated with that node.  
 
There is a minor problem of the missing arp that must be solved in some way for this to work. One 
approach is to configure a static arp on the gateway that can supply it. Every operating system or router 
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has some way to do this. Without that, connections from the outside will not work. This is one of the 
most difficult things for firewall administrators to master. 
 
This at least allows incoming connections, but uses up one globally routable IPv4 address for each server 
node. Most SOHO gateways do not support BINAT. Many do have a simpler mechanism called port 
redirection, which allows incoming connections to the hide mode external address. At most one internal 
server can be configured as the target for any given port. So, you could configure an internal mail server 
and redirect ports 25 (SMTP), 110 (POP3) and 143 (IMAP) to it. 
 
Ramifications of Using NAT 
 
When network address translation happens, the NAT gateway is actually rewriting new values into the 
address and port number fields in the IP and TCP (or UDP) packet headers of all packets flowing through 
the NAT gateway, according to the rule just specified. For outgoing packets, it is rewriting the source 
address and source port. For incoming packets, it is rewriting the destination address and destination 
port. Obviously, this would invalidate the IP and TCP header checksums (the IP header contains source 
and destination addresses, the TCP header contains the source and destination port numbers). 
Therefore the NAT gateway also has to recalculate both IP and TCP header checksums and rewrite those 
as well.  
 
Packet fragmentation is a real complication for TCP and UDP via NAT. A NAT gateway must reassemble 
an entire packet, in order to be able to recalculate the TCP checksum (which covers all bytes in the 
payload, plus the pseudo header which contains the source and destination addresses). It typically must 
then re-fragment the packet for further transmission. 
 
What about IPsec Authentication Header? The IPsec AH algorithm works like a checksum, but there is a 
key which only the sender has, required to generate the cryptographic checksum. All this address and 
port rewriting invalidates the existing AH cryptographic checksum, and the NAT gateway does have the 
necessary key to regenerate a correct new AH for based on modified packet headers. IPsec does not 
work through a NAT gateway. Actually AH is performing its function very effectively ς it is detecting 
tampering with the contents of the packet header! It just happens that this tampering is done by a NAT 
ƎŀǘŜǿŀȅΣ ƴƻǘ ŀ ƘŀŎƪŜǊΦ LǘΩǎ ƪƛƴŘ ƻŦ ƭƛƪŜ ƎŜǘǘƛƴƎ Ƙƛǘ ōȅ άŦǊƛŜƴŘƭȅ ŦƛǊŜέ ƛƴ ŀ ǿŀǊ ȊƻƴŜ όƎŜǘǘƛƴƎ ǎƘƻǘ ōȅ ȅƻǳǊ 
own side). If any node other than the original sender could generate a new valid AH checksum, then AH 
would not be very useful! IPsec and NAT are mutually exclusive (although IPsec VPNs can be made to 
work in conjunction with NAT Traversal). 
 
Another ramification is with FTP (File Transfer Protocol). FTP is a very old protocol. In active mode, FTP 
uses separate connections for control traffic (commands) and for data traffic. The initiating host 
identifies the corresponding data connection with its network layer and transport layer addresses. 
Unfortunately NAT invalidates this. Fortunately here, it is possible to create a reverse FTP proxy 
(included on most firewalls) that solves this problem. Without such a proxy though, FTP will not work if 
NAT is in place, even for outgoing connections. My company early on ported a popular one for IPv4 to 
IPv6. That allowed FTP connections to dual stack networks such as freebsd.org to work from our own 
dual stack network. 
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Peer-to-peer applications have the same kinds of problems with NAT. You must somehow provide a way 
for your peers to connect to you for these applications to work. All participants really need a real, 
globally routable IP address. This is not easy to arrange on the First Internet. 
 
The SIP (Session Initiation Protocol) is used with many things, including VoIP and video conferencing. It 
also has major problems with NAT. SIP may use multiple ports to set up a connection and transmit the 
analog stream over RTP (Real Time Protocol). IP addresses and port numbers are encoded in the payload 
and must be known prior to the traversal of NAT gateways. Again, a SIP proxy on the gateway can help 
resolve this problem. Another solution is to use NAT traversal, such as STUN. Unfortunately, in these 
days of widespread NAT, both the caller and the callee are typically behind NAT, so VoIP must overcome 
problems with NAT both going out from the caller, and coming in to the callee. 
 
Another problem with NAT is the limit of 65,536 ports on the NAT gateway. When NAT was first 
deployed, most network applications used only one or two ports. Some recent applicatiƻƴǎ ό!ǇǇƭŜΩǎ 
iTunes and Google Maps) use 200-300 ports at a time. If each node is using 300 ports, then there can be 
at most 200 nodes behind a given external IPv4 address. If the NAT gateway runs out of ports, there can 
be very mysterious failures in network applications. For example, in Google Maps, some areas of the 
map never get drawn. There is no way for end users (or typically even the network administrator) to 
determine that this has happened other than by seeing mysterious failures in some applications. This 
means that a larger number of NAT gateways (and valid external IPv4 addresses) are required today 
than in the past, for a given number of users behind NAT. Just as we are running out of them! 
 
Most legacy applications (like web surfing and e-mail) work OK through one layer of NAT. Even with 
chat, today there must be an intermediary system that two or more chatters connect to via outgoing 
connections from their nodes (e.g. AOL Instant Messenger). In a flat address space (especially with 
working multicast), much better connectivity models are possible, that may require little or no central 
facilities. 
 
As the IPv4 addresses run out, it will become more common to have multiple layers of NAT. This can 
happen today, if you deploy a Wi-Fi access point with NAT behind a DSL modem that also has NAT. If you 
think a single layer of NAT causes problems, you should try dealing with multiple layers of it! 
 
With the wide scale deployment of NAT, we have lost the original end-to-end model of the early First 
Internet, which was a core feature. Today users are either content producers who can publish 
information or videos (e.g. cnn.com, youtube.com) or content consumers who can view the content 
published by the producers. It is much more complicated and expensive to be a producer in the current 
First Internet (with NAT), than to be a consumer. There are relatively few producers, and millions of 
consumers. This was not that much of a problem when most people were running mainly web browsers 
and e-mail clients on their nodes. As newer applications emerge (VoIP, IPTV, multi-player games, Peer-
to-ǇŜŜǊύΣ ǘƘƛǎ ƴŜǿ άŘƛƎƛǘŀƭ ŘƛǾƛŘŜέ ōŜǘǿŜŜƴ ǇǊƻŘǳŎŜǊǎ ŀƴŘ ŎƻƴǎǳƳŜǊǎ ƛǎ ōŜŎƻƳƛƴƎ ƳƻǊŜ ƻŦ ŀ ǇǊƻōƭŜƳΦ 
Today, many people would like to be prosumers (both producers and consumers of content). 
 
All of these problems go away with a flat address space (no NAT). Unfortunately, there is no way to 
restore the flat address space of the early (pre-NAT) First Internet. The First Internet is now permanently 
broken (there are not enough addresses to allow even the existing users to have access without NAT, 
even if we used all of the remaining unallocated addresses today). The only real solution is to switch to 
IPv6 (at least for protocols such as VoIP, P2P, multiplayer games, IPTV and IPsec VPNs). 
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3.3.5.2 ς Basic IPv4 Routing 
 
In the simplest case, where two nodes (A and B) are on the same network segment (not separated by 
ŀƴȅ ǊƻǳǘŜǊύΣ ƴƻ ǊƻǳǘƛƴƎ ƛǎ ǊŜǉǳƛǊŜŘΦ ¢Ƙƛǎ ƛǎ ŘŜǘŜǊƳƛƴŜŘ ōȅ ŜȄŀƳƛƴƛƴƎ .Ωǎ Lt ŀŘŘǊŜǎǎΦ LŦ ƛǘ ƛǎ ƛƴ ǘƘŜ ǎŀƳŜ 
ǎǳōƴŜǘ ŀǎ !Ωǎ Lt ŀŘŘǊŜǎǎΣ ǘƘŜƴ . ƛǎ ŀ local nodeΦ bƻŘŜ ! ǎƛƳǇƭȅ ǳǎŜǎ .Ωǎ a!/ ŀŘŘǊŜǎǎ ŦǊƻƳ ƛǘǎ a!/ ǘable 
ǘƻ ǎŜƴŘ ǘƘŜ ǇŀŎƪŜǘ ǘƻ .Φ LŦ ǘƘŜǊŜ ƛǎ ƴƻ ŜƴǘǊȅ ŦƻǊ .Ωǎ Lt ŀŘŘǊŜǎǎΣ ǘƘŜƴ !wt ƛǎ ǳǎŜŘ ǘƻ Řƻ address resolution 
(obtain the MAC address for B). 
 
LŦ .Ωǎ ŀŘŘǊŜǎǎ ƛǎ not in the local subnet, B is not ŀ ƭƻŎŀƭ ƴƻŘŜΣ ŀƴŘ ǘƘŜ ǇŀŎƪŜǘ όǿƛǘƘ .Ωǎ ŎƻǊǊŜŎǘ Lt ŀŘŘǊŜǎǎ 
as the destination) is sent to the node which serves as the default gateway ŦƻǊ !Ωǎ ǎǳōƴŜǘ ό! Ƴŀȅ ŦƛǊǎǘ 
have to do an ARP to obtain the MAC address of the default gateway). The default gateway is a node 
with multiple network interfaces that knows how to forward the packet on towards the network in 
ǿƘƛŎƘ .Ωǎ Lt ŀŘŘǊŜǎǎ ƛǎ ŦƻǳƴŘΦ bƻǘŜ ǘƘŀǘ ōȅ ŘŜŦŀǳƭǘΣ packet forwarding (relaying packets from one 
interface to another on a multi-homed system) is not enabled. It must be specifically enabled for each 
protocol (IPǾп ŀƴŘ LtǾсύΦ ¢ƘŜ ŀŘŘǊŜǎǎ ƻŦ ŀ ƴŜǘǿƻǊƪΩǎ ŘŜŦŀǳƭǘ ƎŀǘŜǿŀȅ ƛǎ ƪƴƻǿƴ ǘƻ ŜǾŜǊȅ ƴƻŘŜ ƛƴ ŀ ǎǳōƴŜǘΣ 
either through manual configuration or via DHCPv4. Once the default gateway receives the packet, it 
may already have the necessary routing information to know where to send that packet (either via static 
routes, or via a routing protocol, such as RIP, OSPF and/or BGP). In the case of a home network, your 
SOHO router typically just knows how to forward packets for the outside world to yet another gateway 
at the ISP, where the real routing takes place (via its own default gateway, which is a node at the ISP). 
 
Once your traffic gets to your default gateway, that node typically uses an Interior Gateway Routing 
Protocol (RIP. RIPv2 or OSPF) to route that traffic to the edge of your overall network (e.g. the place 
ȅƻǳǊ ƻǊƎŀƴƛȊŀǘƛƻƴΩǎ ƻǊ L{tΩǎ ƴŜǘǿƻǊƪ ŎƻƴƴŜŎǘǎ ǘƻ ǘƘŜ ǊŜǎǘ ƻŦ ǘƘŜ LƴǘŜǊƴŜǘύΦ !ǘ ǘƘŀǘ ǇƻƛƴǘΣ ŀƴ 9ȄǘŜǊƛƻǊ 
Gateway Routing Protocol (typically BGP-4) is used to determine the best route to the correct edge 
router for the destination address. Once your traffic arrives there, once again an Interior Gateway 
Routing Protocol (RIP, RIPv2 or OSPF) takes over and get the packets to the default gateway of the 
subnet where the destination node lives. From there, ARP is used to forward the packets to the actual 
destination node, because the default gateway and the destination node are now on the same subnet. 
And all this takes place in the blink of an eye, billions of times a day, just like clockwork. 
 
 
3.4 ς TCP: The Transmission Control Protocol 
 
¢ƘŜ ¢ǊŀƴǎƳƛǎǎƛƻƴ /ƻƴǘǊƻƭ tǊƻǘƻŎƻƭ ƛǎ ŘŜŦƛƴŜŘ ƛƴ wC/ тфоΣ ά¢ǊŀƴǎƳƛǎǎƛƻƴ /ƻƴǘǊƻƭ tǊƻǘƻŎƻƭέΣ {ŜǇǘŜƳōŜǊ 
1981. This is a Transport Layer protocol. TCP implements a reliable, connection oriented model. When 
we say reliableΣ ǿŜ ŀǊŜƴΩǘ ǘŀƭƪƛƴƎ ŀōƻǳǘ ŀ ǿŜƭƭ ŘŜǎƛƎƴŜŘ ƻǊ Ǌƻōǳǎǘ ǇǊƻǘƻŎƻƭΦ ²ƛǘƘ ǊŜǎǇŜŎǘ ǘƻ ¢/tΣ 
άǊŜƭƛŀōƭŜέ ǎƛƳǇƭȅ ƳŜŀƴǎ ǘƘŀǘ ƛǘ ƛƴŎƭǳŘŜǎ ŜǊǊƻǊ ŘŜǘŜŎǘƛƻƴ ŀƴŘ ǊŜŎƻǾŜǊȅ όǾƛŀ ǊŜǘǊŀƴǎƳƛǎǎƛƻƴύΦ ¢ƘŜ ǘŜǊƳ 
connection oriented refers to the fact that TCP is designed to handle potentially large streams of data 
(typically larger than a single packet). It does this by breaking the large object up into multiple packet 
sized chunks and sending them out in an ordered sequence. For example, a large e-mail message or a 
JPEG photograph might require quite a few packets. Software that uses TCP typically opens (initiates) a 
connection for I/O, reads and/or writes potentially a lot of data to it, then when done, closes 
(terminates) the connection. This is very similar to the process for reading and writing files, and in fact in 
UNIX, network streams are just a special kind of file. 
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The following standards are relevant to TCP: 
 

¶ wC/ тфоΣ ά¢ǊŀƴǎƳƛǎǎƛƻƴ /ƻƴǘǊƻƭ tǊƻǘƻŎƻƭέΣ {ŜǇǘŜƳōŜǊ мфум ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎk) 

¶ wC/ уфсΣ ά/ƻƴƎŜǎǘƛƻƴ /ƻƴǘǊƻƭ ƛƴ Ltκ¢/t LƴǘŜǊƴŜǘǿƻǊƪǎέΣ WŀƴǳŀǊȅ мфуп ό¦ƴƪƴƻǿƴύ 

¶ wC/ мллмΣ άtǊƻǘƻŎƻƭ ǎǘŀƴŘŀǊŘ ŦƻǊ ŀ bŜǘ.Lh{ ǎŜǊǾƛŎŜ ƻƴ ŀ ¢/tκ¦5t ǘǊŀƴǎǇƻǊǘΥ /ƻƴŎŜǇǘǎ ŀƴŘ 
aŜǘƘƻŘǎέΣ aŀǊŎƘ мфут ό{ǘŀƴŘŀǊŘ ¢ǊŀŎƪύ 

¶ wC/ мллнΣ άtǊƻǘƻŎƻƭ ǎǘŀƴŘŀǊŘ ŦƻǊ ŀ bŜǘ.Lh{ ǎŜǊǾƛŎe on a TCP/UDP transport: Detailed 
ǎǇŜŎƛŦƛŎŀǘƛƻƴǎέΣ aŀǊŎƘ мфут ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ мллсΣ άL{h ¢ǊŀƴǎǇƻǊǘ {ŜǊǾƛŎŜ ƻƴ ǘƻǇ ƻŦ ǘƘŜ ¢/t ±ŜǊǎƛƻƴΥ оέΣ aŀȅ мфут ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ млурΣ άL{h ǇǊŜǎŜƴǘŀǘƛƻƴ ǎŜǊǾƛŎŜǎ ƻƴ ǘƻǇ ƻŦ ¢/tκLt ōŀǎŜŘ ƛƴǘŜǊƴŜǘǎέΣ 5ŜŎŜƳōŜǊ мфф8 
(Uknown) 

¶ wC/ млусΣ άL{h-¢tл ōǊƛŘƎŜ ōŜǘǿŜŜƴ ¢/t ŀƴŘ ·ΦнрέΣ 5ŜŎŜƳōŜǊ мфуу ό¦ƴƪƴƻǿƴύ 

¶ wC/ ммппΣ ά/ƻƳǇǊŜǎǎƛƴƎ ¢/tκLt IŜŀŘŜǊǎ ŦƻǊ [ƻǿ-{ǇŜŜŘ {ŜǊƛŀƭ [ƛƴƪǎέΣ CŜōǊǳŀǊȅ мффл 
(Standards Track) 

¶ wC/ ммррΣ ά{ǘǊǳŎǘǳǊŜ ŀƴŘ ƛŘŜƴǘƛŦƛŎŀǘƛƻƴ ƻŦ ƳŀƴŀƎŜƳŜƴǘ ƛƴŦƻǊƳŀǘƛƻƴ ŦƻǊ ¢/t/IP-ōŀǎŜŘ ƛƴǘŜǊƴŜǘǎέΣ 
May 1990 (Standards Track) 

¶ wC/ ммулΣ ά¢/tκLt ǘǳǘƻǊƛŀƭέΣ WŀƴǳŀǊȅ мффм όLƴŦƻǊƳŀǘƛƻƴŀƭύ 

¶ wC/ мнмоΣ άaŀƴŀƎŜƳŜƴǘ LƴŦƻǊƳŀǘƛƻƴ .ŀǎŜ ŦƻǊ bŜǘǿƻǊƪ aŀƴŀƎŜƳŜƴǘ ƻŦ ¢/tκLt-based internets: 
aL. LLέΣ aŀǊŎƘ мффм ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ моноΣ ά¢/t 9ȄǘŜƴǎƛƻƴǎ ŦƻǊ IƛƎƘ tŜǊŦƻǊƳŀƴŎŜέΣ aŀȅ мффн ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ нлмуΣ ά¢/t {ŜƭŜŎǘƛǾŜ !ŎƪƴƻǿƭŜŘƎŜƳŜƴǘ hǇǘƛƻƴǎέΣ hŎǘƻōŜǊ мффс ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ нмнсΣ άL{h ¢ǊŀƴǎǇƻǊǘ {ŜǊǾƛŎŜ ƻƴ ǘƻǇ ƻŦ ¢/t όL¢h¢ύέΣ aŀǊŎƘ мффт ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ нууоΣ ά¢/t tǊƻŎŜǎǎƛƴƎ ƻŦ ǘƘŜ LtǾп tǊŜŎŜŘŜƴŎŜ CƛŜƭŘέΣ WǳƴŜ нллл ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ нууоΣ ά!ƴ 9ȄǘŜƴǎƛƻƴ ǘƻ ǘƘŜ {ŜƭŜŎǘƛǾŜ !ŎƪƴƻǿƭŜŘƎŜƳŜƴǘ ό{!/Yύ hǇǘƛƻƴ ŦƻǊ ¢/tέΣ Wǳƭȅ нллл 
(Standards Track) 

¶ wC/ нфууΣ ά/ƻƳǇǳǘƛƴƎ ¢/tΩǎ wŜǘǊŀƴǎƳƛǎǎƛƻƴ ¢ƛƳŜǊέΣ bƻǾŜƳōŜǊ нллл ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ олпнΣ ά9ƴƘŀƴŎƛƴƎ ¢/tΩǎ [ƻǎǎ wŜŎƻǾŜǊȅ ¦ǎƛƴƎ [ƛƳƛǘŜŘ ¢ǊŀƴǎǇƻǊǘέΣ WŀƴǳŀǊȅ нллм ό{ǘŀƴŘŀǊŘǎ 
Track) 

¶ wC/ онфоΣ άDŜƴŜǊŀƭ {ǿƛǘŎƘ aŀƴŀƎŜƳŜƴǘ tǊƻǘƻŎƻƭ όD{atύ tŀŎƪŜǘ 9ƴŎŀǇǎǳƭŀǘƛƻƴ ŦƻǊ 
!ǎȅƴŎƘǊƻƴƻǳǎ ¢ǊŀƴǎŦŜǊ aƻŘŜ ό!¢aύΣ 9ǘƘŜǊƴŜǘ ŀƴŘ ¢ǊŀƴǎƳƛǎǎƛƻƴ /ƻƴǘǊƻƭ tǊƻǘƻŎƻƭ ό¢/tύέΣ WǳƴŜ 
2002 (Standards Track) 

¶ wC/ оофлΣ άLƴŎǊŜŀǎƛƴƎ ¢/tΩǎ Lƴƛǘƛŀƭ ²ƛƴŘƻǿέΣ hŎǘƻōŜǊ нллн ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ ормтΣ ά! /ƻƴǎŜǊǾŀǘƛǾŜ {ŜƭŜŎǘƛǾŜ !ŎƪƴƻǿƭŜŘƎŜƳŜƴǘ ό{!/Yύ-based Loss Recovery Algorithm 
ŦƻǊ ¢/tέΣ !ǇǊƛƭ нлло ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ отунΣ ά¢ƘŜ bŜǿwŜƴƻ aƻŘƛŦƛŎŀǘƛƻƴǎ ǘƻ ¢/tΩǎ Cŀǎǘ wŜŎƻǾŜǊȅ !ƭƎƻǊƛǘƘƳέΣ !ǇǊƛƭ нллп 
(Standards Track) 

¶ wC/ оунмΣ άCƛōŜǊ /ƘŀƴƴŜƭ ƻǾŜǊ ¢/tκLt όC/LtύέΣ Wǳƭȅ нллп ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ плмрΣ ά¢ƘŜ 9ƛŦŜƭ wŜǎǇƻƴǎŜ !ƭƎƻǊƛǘƘƳ ŦƻǊ ¢/tέΣ CŜōǊǳŀǊȅ нллр ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ плннΣ άaŀƴŀƎŜƳŜƴǘ LƴŦƻǊƳŀǘƛƻƴ .ŀǎŜ ŦƻǊ ǘƘŜ ¢ǊŀƴǎƳƛǎǎƛƻƴ /ƻƴǘǊƻƭ tǊƻǘƻŎƻƭ ό¢/tύέΣ 
March 2005 (Standards Track) 

¶ wC/ псмпΣ ά! wƻŀŘƳŀǇ ŦƻǊ ¢ǊŀƴǎƳƛǎǎƛƻƴ /ƻƴǘǊƻƭ tǊƻǘƻŎƻƭ ό¢/tύ {ǇŜŎƛŦƛŎŀǘƛƻƴ 5ƻŎǳƳŜƴǘǎέΣ 
September 2006 (Informational) 

¶ wC/ птнтΣ ά9ȄǇŜǊƛƳŜƴǘŀƭ ±ŀƭǳŜǎ ƛƴ LtǾпΣ LtǾсΣ L/atǾпΣ L/atǾсΣ ¦5t ŀƴŘ ¢/t IŜŀŘŜǊǎέΣ 
November 2006 (Standards Track) 
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¶ wC/ пуфуΣ ά¢/t 9ȄǘŜƴŘŜŘ {ǘŀǘƛǎǘƛŎǎ aL.έΣ aŀȅ нллт ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ пффсΣ άwƻōǳǎǘ IŜŀŘŜǊ /ƻƳǇǊŜǎǎƛƻƴ όwhI/ύΥ ! tǊƻŦƛƭŜ ŦƻǊ ¢/tκLt όwhI/-¢/tύέΣ Wǳƭȅ нллт 
(Standards Track) 

¶ wC/ ропуΣ ά¢/t CǊƛŜƴŘƭȅ wŀǘŜ /ƻƴǘǊƻƭ ό¢Cw/ύΥ tǊƻǘƻŎƻƭ {ǇŜŎƛŦƛŎŀǘƛƻƴέΣ {ŜǇǘŜƳōŜǊ нллу 
(Standards Track) 

¶ wC/ рпунΣ ά¢/t ¦ǎŜǊ ¢ƛƳŜƻǳǘ hǇǘƛƻƴέΣ aŀǊŎƘ нллф ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ рсумΣ ά¢/t /ƻƴƎŜǎǘƛƻƴ /ƻƴǘǊƻƭέΣ {ŜǇǘŜƳōŜǊ нллф ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ рсунΣ άCƻǊǿŀǊŘ w¢h-Recovery (F-RTO): An Algorithm for Detecting Spurious Retransmission 
¢ƛƳŜƻǳǘǎ ǿƛǘƘ ¢/tέΣ {ŜǇǘŜƳōŜǊ нллф ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ ртопΣ ά9ȄǘŜƴǎƛōƭŜ tǊƻǾƛǎƛƻƴƛƴƎ tǊƻǘƻŎƻƭ ό9ttύ ¢ǊŀƴǎǇƻǊǘ ƻǾŜǊ ¢/tέΣ !ǳƎǳǎǘ нллф ό{ǘŀƴŘŀǊŘǎ 
Track) 

 
 
3.4.1 ς TCP Packet Header 
 

 
Figure 3.4-a: TCP Packet Header 

 
Source Port (16 bits) ς specifies the port that the data was written to on the sending node. 
 
Destination Port (16 bits) ς specifies  the port that the data will be read from on the receiving node. 
 
Sequence Number (32 bits) ς meaning depends on the SYN flag: 

¶ If the SYN flag is set, this is the initial sequence number. The sequence number of the actual first 
data byte (and the acknowledged number in the resulting ACK) will then be that value plus 1. 
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¶ If the SYN flag is clear, this is the accumulated sequence number of the first data byte of this 
packet for the current session. 

 
Acknowledgement Number (32 bits) ς used to acknowledge receipt of data: 

¶ if the ACK flag is set, then this field is the next sequence number that the receiver is expecting. 
This acknowledges receipt of all previous bytes. 

¶ If the ACK flag is clear, then this field is not used. 
 
Data Offset (4 bits) ς specifies the size of the TCP header in 32 bit words. The minimum value is 5 words 
(20 bytes), and the maximum value is 15 words (60 bytes), allowing for up to 40 bytes of options. 
 
Reserved field (4 bits) ς not currently used, and must be zeros. 
 
There are 8 1-bit flags (8 bits total) as follows (in order from most significant bit to least significant bit): 

¶ CWR ς Congestion Window Reduced. If set by sender, indicates it has received a TCP segment 
with the ECE flag set, and has responded in congestion control mechanism. 

¶ ECE ς ECN Echo. If SYN flag is set, then ECE set indicates that the TCP peer is ECN capable. If SYN 
flag is clear, then ECE flag set indicates that a Congestion Experienced flag in the IP header set 
was received during normal transmission 

¶ URG ς indicates whether or not Urgent pointer field is significant 

¶ ACK - if set, indicates that the Acknowledgement field is significant. All packets after the initial 
SYN packet sent by a node should have this flag set. 

¶ PSH ς Push flag. If set, asks to push any buffered data to the receiving application. 

¶ RST ς Reset flag. If set, resets the connection. 

¶ SYN ς Synchronize flag. If set, synchronize sequence numbers. Only the first packet sent from 
each end should have this flag set. 

¶ FIN ς Finished flag ς if set, no more data is coming. 
  
Window Size (16 bits) ς size of the receive window, which is number of bytes that the receiver is willing 
to receive 
 
Checksum (16 bit) ς use for error checking of TCP header and data 
 
Urgent Pointer (16 bits) ς if the URG flag is set, this is the offset from the sequence number indicating 
the last urgent data byte 
 
Options (from 0 to 10 32-bit words) ς optional, not commonly used ς see RFC for details. 
 
Protocol Operation 
 
1. Connections is established using a three-way handshake, which creates a virtual circuit 
2. Data is transferred over the virtual circuit until connection is terminated 
3. Connection termination closes the established virtual circuit and releases allocated resources 
 
TCP operation is controlled by a state machine, with 11 states: 
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1. LISTEN: wait for connection request from a remote client 
2. SYN-SENT: wait for the remote peer to send back a segment with SYN and ACK flags set 
3. SYN-RECEIVED: wait for remote peer to send back acknowledgement after sending  back a connection 
4. ESTABLISHED: port is ready to exchange data with the remote peer 
5. FIN-WAIT-1 
6. FIN-WAIT-2 
7. CLOSE-WAIT 
8. CLOSING 
9. LAST-ACK 
10. TIME-WAIT ς insure remote peer has received acknowledgement of termination request (< 4 min.) 
11. CLOSED 
 

 
 

Figure 3.4-c:  TCP State Transition Diagram (from Wikipedia) 
 
Notes: 
 
TCP uses sequence numbers to detect lost packets and/or reorder packets that arrive out of order. The 
cumulative acknowledgment scheme informs the sender that all packets up to the acknowledged 
sequence number have been received. Selective acknowledgement (RFC 2018) allows for optimization 
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of this feature. Lost data is automatically retransmitted by the sender. End-to-end flow control provides 
for a mismatch in performance between sender and receiver. A sliding window algorithm allows 
multiple packets to be in progress which increases efficiency. Recently, congestion control has been 
added into TCP to avoid network congestion. 
 
 
3.5 ς UDP: The User Datagram Protocol 
 
¢ƘŜ ¦ǎŜǊ 5ŀǘŀƎǊŀƳ tǊƻǘƻŎƻƭ ƛǎ ŘŜŦƛƴŜŘ ƛƴ wC/ тсуΣ ά¦ǎŜǊ 5ŀǘŀƎǊŀƳ tǊƻǘƻŎƻƭέΣ !ǳƎǳǎǘ мфулΦ [ƛƪŜ ¢/tΣ ƛǘ ƛǎ 
also a Transport Layer protocol. Unlike TCP, UDP implements an unreliable, connectionless model. When 
we say unreliable we just mean that error detection and recovery are not built into the protocol, so it is 
up to the application to do any desired error detection and recovery. By connectionless, we mean that 
each transmission consists of a single (but complete) packet. In TCP/IPv4, a packet is typically 1508 
bytes, but can be more or less. If you send a big packet, it will likely be fragmented along the way, and 
reassembled at the other end. Each datagram is an atomic event, not connected to any other datagram. 
UDP does not handle streams of data (as is done with the connection oriented model). Software that 
uses UDP does not need to open or close a connection, it can simply read or write datagrams at any 
time, and each operation sends or receives one packet. This is a much simpler model than TCP, with less 
overhead. However, when using UDP you are responsible for doing certain things that TCP does for you, 
such as error recovery. UDP is often used for things like streaming audio or video. It is also used for DNS 
queries and responses, and for TFTP (Trivial File Transfer Protocol). 
 
The following standards are relevant to UDP: 
 

¶ wC/ тсуΣ ά¦ǎŜǊ 5ŀǘŀƎǊŀƳ tǊƻǘƻŎƻƭέΣ !ǳƎǳǎǘ мфул ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ нрлуΣ ά/ƻƳǇǊŜǎǎƛƴƎ Ltκ¦5tκw¢t IŜŀŘŜǊǎ ŦƻǊ [ƻǿ-{ǇŜŜŘ {ŜǊƛŀƭ [ƛƴƪǎέΣ CŜōǊǳŀǊȅ мффф 
(Standards Track) 

¶ wC/ олфрΣ άwƻōǳǎǘ ƘŜŀŘŜǊ /ƻƳǇǊŜǎǎƛƻƴ όwhI/ύΥ CǊŀƳŜǿƻǊƪ ŀƴŘ ŦƻǳǊ ǇǊƻŦƛles: RTP, UDP, ESP 
ŀƴŘ ǳƴŎƻƳǇǊŜǎǎŜŘέΣ Wǳƭȅ нллм ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ оунуΣ ά¢ƘŜ [ƛƎƘǘǿŜƛƎƘǘ ¦ǎŜǊ 5ŀǘŀƎǊŀƳ tǊƻǘƻŎƻƭǎ ό¦5t-[ƛǘŜύέΣ Wǳƭȅ нллп ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ плмфΣ άwƻōǳǎǘ IŜŀŘŜǊ /ƻƳǇǊŜǎǎƛƻƴ όwhI/ύΥ tǊƻŦƛƭŜǎ ŦƻǊ ¦ǎŜǊ 5ŀǘŀƎǊŀƳ tǊƻǘƻŎƻƭ ό¦5tύ 
[ƛǘŜέΣ !ǇǊƛl 2005 (Standards Track) 

¶ wC/ пммоΣ άaŀƴŀƎŜƳŜƴǘ LƴŦƻǊƳŀǘƛƻƴ .ŀǎŜ ŦƻǊ ¦ǎŜǊ 5ŀǘŀƎǊŀƳ tǊƻǘƻŎƻƭ ό¦5tύέΣ WǳƴŜ нллр 
(Standards Track) 

¶ wC/ поснΣ άwhōǳǎǘ IŜŀŘŜǊ /ƻƳǇǊŜǎǎƛƻƴ όwhI/ύΥ ! [ƛƴƪ-[ŀȅŜǊ !ǎǎƛǎǘŜŘ tǊƻŦƛƭŜ ŦƻǊ Ltκ¦5tκw¢tέΣ 
January 2006 (Standards Track) 

¶ RFC 47нтΣ ά9ȄǇŜǊƛƳŜƴǘŀƭ ±ŀƭǳŜǎ ƛƴ LtǾпΣ LtǾсΣ L/atǾпΣ L/atǾсΣ ¦5t ŀƴŘ ¢/t IŜŀŘŜǊǎέΣ 
November 2006 (Standards Track) 

¶ wC/ пумрΣ άwƻōǳǎǘ IŜŀŘŜǊ /ƻƳǇǊŜǎǎƛƻƴ όwhI/ύΥ /ƻǊǊŜŎǘƛƻƴǎ ŀƴŘ /ƭŀǊƛŦƛŎŀǘƛƻƴǎ ǘƻ wC/ олфрέΣ 
February 2007 (Standards Track) 

¶ wC/ рлфтΣ άaL. ŦƻǊ ǘƘŜ ¦DP-[ƛǘŜ ǇǊƻǘƻŎƻƭέΣ WŀƴǳŀǊȅ нллу ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 

¶ wC/ рннрΣ άwhōǳǎǘ IŜŀŘŜǊ /ƻƳǇǊŜǎǎƛƻƴ ±ŜǊǎƛƻƴ н όwhI/ǾнύΥ tǊƻŦƛƭŜǎ ŦƻǊ w¢tΣ ¦5tΣ LtΣ 9{t ŀƴŘ 
UDP-[ƛǘŜέΣ !ǇǊƛƭ нллу ό{ǘŀƴŘŀǊŘǎ ¢ǊŀŎƪύ 
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Figure 3.5-a: UDP Packet Header 

 
The Source Port field (16 bits) specifies which port number the data is being written to on the sending 
computer. This field is optional (if not used, fill with zeros). 
 
The Destination Port field (16 bits) specifies which port number the data is being read from on the 
receiving computer. 
 
The Length field (16 bits) is the number of bytes in the datagram, including the UDP header and the 
data, therefore the minimum value is 8 (the length of the UDP header). The maximum value in theory is 
65,536 bytes, but this value is limited by the maximum packet size, typically 1508. 
 
The Checksum field (16 bits) is the 16-ōƛǘ ƻƴŜΩǎ ŎƻƳǇƭŜƳŜƴǘ ǎǳƳ ƻŦ ŀ ǇǎŜǳŘƻ ƘŜŀŘŜǊ ŦǊƻƳ ǘƘŜ Lt ƘŜŀŘŜǊΣ 
the UDP header, and the data, passed with zero bytes at the end to make a multiple of two bytes. The 
pseudo header contains the source and destination IP addresses, the protocol, and the UDP length. This 
field is optional (if not used, fill with zeros).  
 
The Data begins immediately after the Checksum field. It is not really part of the header, and is not 
included in the checksum. 
 
 
3.6 ς DHCPv4: Dynamic Host Configuration Protocol for TCP/IPv4 
 
One of the network services that is really useful in network configuration is the Dynamic Host 
Configuration Protocol (DHCP). The version that works with IPv4 is now called DHCPv4 (to distinguish it 
from the one for IPv6, which is called DHCPv6). Without DHCPv4 running on your network, someone 
must manually configure all network settings on every computer. This can be very complicated and error 
ǇǊƻƴŜΦ Lǘ ŀƭǎƻ ǊŜǉǳƛǊŜǎ ŀǘ ƭŜŀǎǘ ǎƻƳŜ ŜȄǇŜǊǘƛǎŜ ǿƘƛŎƘ Ƴŀƴȅ ǳǎŜǊǎ ŘƻƴΩǘ ǇƻǎǎŜǎǎΦ Lǘ ƛǎ ǇƻǎǎƛōƭŜ ǘƻ 
ŀŎŎƛŘŜƴǘƭȅ ŎƻƴŦƛƎǳǊŜ ǘǿƻ ŎƻƳǇǳǘŜǊǎ ǿƛǘƘ ǘƘŜ ǎŀƳŜ ŀŘŘǊŜǎǎΣ ƻǊ ƳƛǎǘȅǇŜ ŀ 5b{ ǎŜǊǾŜǊΩǎ ŀŘŘǊŜǎǎ ƻƴ ǘƘŜ 
35th computer you install that day. These kinds of errors can cause tricky problems. With a DHCPv4 
ǎŜǊǾŜǊΣ ȅƻǳ Ŏŀƴ ŎƻƴŦƛƎǳǊŜ ŀƭƭ ǘƘŜ ŎƭƛŜƴǘ ŎƻƳǇǳǘŜǊǎ ǘƻ Řƻ άŀǳǘƻ ŎƻƴŦƛƎǳǊŀǘƛƻƴέΦ ²ƘŜƴ ǎǳŎƘ ŀ ŎƻƳǇǳǘŜǊ 
powers up, it will search for a DHCPv4 server (or a relay agent, connected to a real DHCPv4 server in 
another network). When it finds one, it will request configuration data (including the default gateway, 
the IP addresses of the DNS servers, the Internet domain name, and other items, including a lease on an 
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IPv4 address which should be unique within your network. This makes it easier to change things. If you 
moved a DNS server, you need only update your DHCPv4 server configuration, and terminate all client 
leases. 
 
DHCPv4 is widely used by ISPs, especially ones that have lots more customers than valid (globally 
routable) IPv4 addresses. They can set very short lease times, then when someone disconnects, the 
address they had been using can be reused by another customer. Of course these days, most people 
want 7x24 Internet connectivity, as opposed to perhaps one hour a day or dial-up access. Many ISPs 
now provide their customers with RFC 1918 private addresses, unless for some reason they specifically 
require a globally routable address. Some ISPs charge more for a globally routable address, and a lot 
more for multiple globally routable addresses. I have 5 real addresses for my home network, so I can run 
E-mail and other services, in addition to using one to tunnel IPv6 into my network over IPv4. DHCPv4 can 
provide auto configuration with private addresses just as easily as with globally routable addresses, so 
ǘƘŜȅ ǎǘƛƭƭ ǳǎŜ 5I/tǾп ǘƻ ŀǎǎƛƎƴ ǘƘƻǎŜΦ .ŀǎƛŎŀƭƭȅ ŀƭƭ ƻŦ ǘƘŜƛǊ ǳǎŜǊǎ ŀǊŜ ƴƻǿ άƘƛŘƛƴƎέ ōŜƘƛƴŘ ŀ ǎƛƴƎƭŜ όƻǊ ŀ 
few) real addresses, via NAT. 
 
DHCPv4 uses broadcast (wƘƛŎƘ ŘƻŜǎƴΩǘ ŜȄƛǎǘ ƛƴ LtǾсύ ŀƴŘ Ŏŀƴ ƻƴƭȅ ŘŜƭƛǾŜǊ он ōƛǘ ŀŘŘǊŜǎǎŜǎ όŦƻǊ ǘƘŜ 
assigned IP address or things like DNS IP addresses), so it had to be completely rewritten for IPv6. The 
differences will be covered in the chapter on IPv6. 
 
Most client operating systems in use today (especially on personal computers) include a DHCPv4 client, 
including all versions of Windows, FreeBSD, Linux, Solaris, Mac OSX, etc. Even smart phones with Wi-Fi 
include a DHCPv4 client.  
 
Most server operating systems (such as Windows Server, FreeBSD, Linux, etc) include a DHCPv4 server. 
The most common one for UNIX and UNIX like servers is dhcpd from the Internet Software Consortium 
(ISC). It is configured by editing some complex ASCII text configuration files (with a text editor). This type 
of configuration has not changed appreciably in 50 years (and you thought IPv4 was old). The DHCPv4 
server included with Windows Server at least has a GUI configuration tool, which is much easier to use. 
Most appliances that provide DHCPv4 service ƛƴŎƭǳŘŜ ŀ D¦L ǿŜō ōŀǎŜŘ ŎƻƴŦƛƎǳǊŀǘƛƻƴ ǘƻƻƭ όŀǎ ŀ άŦǊƻƴǘ 
ŜƴŘέ ǘƻ ŘƘŎǇŘΣ ƛƴ Ƴƻǎǘ ŎŀǎŜǎύΦ  
 
When you configure a DHCPv4 server, you typically configure one or more pools of addresses to be 
managed by that server. You cannot have more than one DHCPv4 server in a given network subnet, but 
DHCPv4 clients cannot contact DHCPv4 servers on another subnet (on the other side of a router). So you 
either need to have a different DHCPv4 server (or at least a relay agentύ ƛƴ ŜǾŜǊȅ ǎǳōƴŜǘ όάōǊƻŀŘŎŀǎǘ 
ŘƻƳŀƛƴέύΦ ¸ƻǳ Ŏŀƴ ŎǊŜŀǘŜ ŀ άǎŎƻǇŜέ ƻƴ ǘƘŜ ǎŜǊǾŜǊΣ ŀƴŘ ŎƻƴŦƛƎǳǊŜ ǘƘŜ άǎǘŀǘŜƭŜǎǎέ ƛǘŜƳǎ ǘƘŀǘ ƛǘ ǿƛƭƭ ǳǎŜ ǘƻ 
auto-configure clients, including the domain name, the subnet mask, the address of the default 
gateway, the IP addresses of two DNS servers, etc. There are dozens of things you can auto-configure 
with DHCPv4.  You also specify a range of addresses (e.g. 192.168.5.1 to 192.168.5.255) as a pool from 
which to lease addresses. You should not manually assign any of these addresses to other nodes. If you 
do for some reason, you can remove that address from the available pool. 
hƴŎŜ ǎǳŎƘ ŀ ǎŜǊǾŜǊ ƛǎ ƛƴǎǘŀƭƭŜŘ ŀƴŘ ŎƻƴŦƛƎǳǊŜŘΣ Ƨǳǎǘ ǎŜǘ ǳǇ ȅƻǳǊ ŎƭƛŜƴǘ ŎƻƳǇǳǘŜǊǎ ǘƻ άhōǘŀƛƴ ŀƴ Lt ŀŘŘǊŜǎǎ 
ŀǳǘƻƳŀǘƛŎŀƭƭȅέΣ ŀƴŘ ǘƻ άhōǘŀƛƴ 5b{ ǎŜǊǾŜǊ ŀŘŘǊŜǎǎ ŀǳǘƻƳŀǘƛŎŀƭƭȅέΦ !ǎ ǎƻƻƴ ŀǎ ȅƻǳ ǎǇŜŎƛŦȅ ǘƘŀǘΣ ƻǊ 
anytime the computer powers up, it will obtain all necessary information (including a unique IPv4 node 
ŀŘŘǊŜǎǎύ ŦǊƻƳ ǘƘŜ 5I/tǾп ǎŜǊǾŜǊΦ Lƴ ²ƛƴŘƻǿǎΣ ȅƻǳ Ŏŀƴ ǳǎŜ ǘƘŜ άƛǇŎƻƴŦƛƎ κŀƭƭέ ŎƻƳƳŀƴŘ όƛƴ ŀ 5h{ 
Prompt window) to view the obtained settings (look for the interface named Local Area Connection). 
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.ȅ ŘŜŦŀǳƭǘΣ ŀŘŘǊŜǎǎŜǎ ŀǊŜ ŀǎǎƛƎƴŜŘ ƻƴ ŀ άŦƛǊǎǘ ŎƻƳŜΣ ŦƛǊǎǘ ǎŜǊǾŜŘέ ōŀǎƛǎΦ LŦ ȅƻǳ ǿŀƴǘ ŀ ƎƛǾŜƴ ƴƻŘŜ ǘƻ ōŜ 
assigned a specific address each time, you can make an address reservation by associating one of the 
pool addressŜǎ ǿƛǘƘ ǘƘŀǘ ƴƻŘŜΩǎ a!/ ŀŘŘǊŜǎǎΦ !ƴȅ ǘƛƳŜ ǘƘŀǘ ƴƻŘŜ ǊŜǉǳŜǎǘǎ ŎƻƴŦƛƎǳǊŀǘƛƻƴ Řŀǘŀ ŦǊƻƳ ǘƘŜ 
DHCPv4 server, it will be assigned that address, rather than a random one from the pool. 
 
 
3.6.1 ς The DHCPv4 Protocol 
 
The DHCPv4 protocol lives in the Application Layer. It uses port 67 for data from client to server, and 
port 68 for data from the server to the client (both over UDP). There are four phases in a DHCPv4 
network configuration: 
 

1 IP Discovery 
2 IP Lease Offer 
3 IP Request 
4 IP Lease Acknowledgement 

 
[ŜǘΩǎ ǎŀȅ ƻǳǊ ƴŜǘǿƻǊƪ ǳǎŜǎ мфнΦмсуΦлΦлκмсΦ ¢Ƙŀǘ ƳŜŀƴǎ ǘƘŜ ǎǳōƴŜǘ Ƴŀǎƪ ƛǎ нррΦнррΦлΦлΦ hǳǊ 5b{ ǎŜǊǾŜǊǎ 
are at 192.168.0.11 and 192.168.0.12. The DHCPv4 server is also running on 192.168.0.11. The default 
gateway is 192.168.0.1. We have created a pool of addresses from 192.168.1.0 to 192.168.1.255. 
 
In the Discover IP phase, the client sends a DHCPDISCOVER request, as follows: 
 

¶ Source Address = 0.0.0.0, Source Port = 68 

¶ Destination Address = 255.255.255.255, Destination Port = 67 

¶ DHCP Option 50: IP address192.168.1.100 is requested 

¶ DHCP Option 53: Message is DHCPDISCOVER 

¶ Request Subnet mask, Default Gateway, Domain Name and Domain Name Server(s) 
 
In this case, the node is requesting its last known IP address. Assuming it is still connected to the same 
network, and the address is not already leased to someone else, the server may grant the request. 
Otherwise the client will have to negotiate for a new address. 
 
In the DHCP Offer phase, the server will reserve an IP address for the client (in this case it is accepting 
the request for the last known address), and send a DHCPOFFER message to the client, as follows: 
 

¶ Source Address = 192.168.0.11, Source Port = 67 

¶ Destination Address = 255.255.255.255, Destination Port = 68 

¶ DHCP option 01: Subnet Mask is 255.255.0.0 

¶ DHCP option 03: Default gateway is 192.168.0.1 

¶ DHCP option 06: IP addresses of DNS servers are 192.168.0.11 and 192.168.0.12 

¶ DHCP option 51: lease duration is 86400 seconds (1 day) 

¶ DHCP option 53: Message is DHCPOFFER 

¶ DHCP option 54: IP address of DHCP server is 192.168.0.11 
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In the DHCP Request phase, the client accepts the offer, and sends a DHCPREQUEST message as follows: 
 

¶ Source Address = 0.0.0.0, Source Port = 68 

¶ Destination Address = 255.255.255.255, Destination Port = 67 

¶ DHCP option 50: IP address 192.168.1.100 is requested 

¶ DHCP option 53: Message is DHCPREQUEST 

¶ DHCP option 54: IP address of DHCP server is 192.168.0.11 
 
In the DHCP Acknowledge phase, the server officially registers the assignment, and notifies the client of 
the configuration values: 
 

¶ Source Address  = 192.168.0.11, Source Port = 67 

¶ Destination Address = 255.255.255.255, Destination port = 68 

¶ DHCP option 01: Subnet Mask is 255.255.0.0 

¶ DHCP option 03: Default gateway is 192.168.0.1 

¶ DHCP option 06: IP addresses of DNS servers are 192.168.0.11 and 192.168.0.12 

¶ DHCP option 51: lease duration is 86400 seconds (1 day) 

¶ DHCP option 53: Message is DHCPACK 

¶ DHCP option 54: IP address of DHCP server is 192.168.0.11 
 
At this point, the client actually configures those values for its network interface, and can begin using 
the network. 
 
 
3.6.2 ς Useful Commands Related to DHCPv4 
 
In Windows, there are some commands available in a DOS prompt box related to DHCPv4: 
 
 ipconfig /release  release assigned IPv4 address, deconfigure network 
 ipconfig /renew   do a new configuration request for IPv4 
 ipconfig /all   view all network configuration settings 
 
¢Ƙƛǎ ƛǎ ŀƴ ŜȄŀƳǇƭŜ ƻŦ ǘƘŜ ƻǳǘǇǳǘ ŦǊƻƳ άƛǇŎƻƴŦƛƎ κŀƭƭέΥ 
 
C:> ipconfig /all  

...  

Ethernet adapter  Local Area Connection:  

 

   Connection - specific DNS Suffix  . :  redwar.org  

   Description . . . . . . . . . . . : Realtek PCIe GBE Family Controller  

   Physical Address. . . . . . . . . : 00 - 22- 15- 24- 32- 9C 

   DHCP Enabled. . . . . . . . . . . : Yes  

   IPv4  Address. . . . . . . . . . . : 192.168 . 1.8 (Preferred)  

   Subnet Mask . . . . . . . . . . . : 255.255.0.0  

   Default Gateway . . . . . . . . . : 192.168.0.1                                      

   DNS Servers . . . . . . . . . . . : 192.168.0.11  

                                       192.168 .0.12  

   NetBIOS over Tcpip. . . . . . . . : Enabled  
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...  

 

 
3.7 ς TCP/IPv4 Network Configuration 
 
[ŜǘΩǎ ŀǎǎǳƳŜ ƻǳǊ [!b Ƙŀǎ ǘƘŜ ŦƻƭƭƻǿƛƴƎ ŎƻƴŦƛƎǳǊŀǘƛƻƴΥ 
 
 Network Address: 192.168.0.0/16  (hence subnet mask = 255.255.0.0) 
 Default Gateway: 192.168.0.1 
 DHCPv4 Address: 192.168.0.11   
 DNS Server Address: 192.168.0.11, 192.168.0.12 
 Domain Name:  redwar.org 
 
Furthermore, assume the DHCPv4 server is correctly configured with this information, and is managing 
the address range 192.168.1.0 to 192.168.1.255 (and that some leases have already been granted). 
 
Any node connected to a network with TCP/IPv4 must have certain items configured, including: 
 

¶ IPv4 node address 

¶ Subnet mask (or equivalently, CIDR subnet mask length) 

¶ IPv4 address of default gateway 

¶ IPv4 addresses of DNS servers 

¶ Nodename 

¶ DNS domain name 
 
 
3.7.1 ς Manual Network Configuration 
 
It is possible perform TCP/IPv4 configuration manually, either by editing ASCII configuration files, as in 
FreeBSD or Linux; or via GUI configuration tools, as in Windows. If you have understood the material in 
this chapter, it should be fairly easy to configure your node(s). In most cases, if you have ISP service, the 
ISP will give you all the information necessary to configure your node(s). 
 
[ŜǘΩǎ ŎƻƴŦƛƎǳǊŜ ŀ CǊŜŜ.{5 тΦн ƴƻŘŜ ƳŀƴǳŀƭƭȅΦ !ǎǎƛƎƴ ƛǘ ǘƘŜ ƴƻŘŜƴŀƳŜ άǳǎмΦǊŜŘǿŀǊΦƻǊƎέΣ ŀƴŘ ǘƘŜ Lt 
ŀŘŘǊŜǎǎ мфнΦмсуΦлΦмоΦ ¢ƘŜ ƛƴǘŜǊŦŀŎŜ ǿŜ ŀǊŜ ŎƻƴŦƛƎǳǊƛƴƎ Ƙŀǎ ǘƘŜ CǊŜŜ.{5 ƴŀƳŜ άǾǊлέΦ 
 
You need to edit the following files (you will need root privilege to do this): 
 
/etc/rc.conf 
 
 ...  

 hostname=òus1.redwar.orgò 

 ifconfig_vr0=òinet 192.168.0.13 netmask 255.255.0.0ò 

 defaultrouter=ò192.168.0.1ò 

 ...  

 
/etc/resolv.conf 
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 domain  redwar.org  

 nameserver  192.168.0.11  

 nameserve r  192.168.0.12  

 
If you make these changes, then reboot, you can check the configuration as shown: 
 
$ ifconfig vr0  

vr0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500  

        options=2808<VLAN_MTU,WOL_UCAST,WOL_MAGIC> 

        ether 00: 15:f2:2e:b4:1c  

        inet 192.168 .0.13 netmask 0xffff0000 broadcast 192.168 .255.255  

        media: Ethernet autoselect (100baseTX <full - duplex>)  

        status: active  

$ uname ïn 

us1.redwar.org  

$ nslookup  

> server  

Default server: 192.168 .0.11  

Address: 192.168 .0.11#53  

Default server: 192.168 .0.12  

Address: 192.168 .0.12#53  

> exit  

 

$ netstat - rn  

Routing tables  

 

Internet:  

Destination        Gateway            Flags    Refs      Use  Netif Expire  

default            192.168 .0.1         UGS         0        5    vr0  

...  

 

 

3.7.2 ς Auto Network Configuration Using DHCPv4 
 
It is also possible for a node to be automatically configured if a DHCPv4 server (or relay agent) is 
available somewhere on the LAN (or possibly from the ISP). If you are deploying several nodes on a 
home network, it is likely that there is a DHCPv4 server in your home gateway / DSL modem.  
 
[ŜǘΩǎ ŎƻƴŦƛƎǳǊŜ ŀ CǊŜŜ.{5 тΦн ƴƻŘŜ ŀǳǘƻƳŀǘƛŎŀƭƭȅ ǳǎƛƴƎ 5I/tǾпΦ !ǎǎƛƎƴ ƛǘ ǘƘŜ ƴƻŘŜƴŀƳŜ 
άǳǎмΦǊŜŘǿŀǊΦƻǊƎέΣ ŀƴŘ ŀƴy IP address from DHCPv4. The interface we are configuring has the FreeBSD 
ƴŀƳŜ άǾǊлέΦ 
 
You need to edit the following file (you will need root privilege to do this): 
 
/etc/rc.conf 
 
 ...  

 hostname=òus1.redwar.orgò 

 ifconfig_vr0=òDHCPò 

 ...  
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If you make these changes, then reboot, you can check the configuration as shown: 
 
$ ifconfig vr0  

vr0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500  

        options=2808<VLAN_MTU,WOL_UCAST,WOL_MAGIC> 

        ether 00:15:f2:2e:b4:1c  

        inet 192 .168 .1.9 netmask 0xffff0000 broadcast 192.168 .255.255  

        media: Ethernet autoselect (100baseTX <full - duplex>)  

        status: active  

$ uname ïn 

us1.redwar.org  

$ nslookup  

> server  

Default server: 192.168 .0.11  

Address: 192.168 .0.11#53  

Default server: 192.168 .0.12  

Address: 192.168 .0.12#53  

> exit  

 

$ netstat - rn  

Routing tables  

 

Internet:  

Destination        Gateway            Flags    Refs      Use  Netif Expire  

default            192.168 .0.1         UGS         0        5    vr0  
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Chapter 4 ɀ The Depletion  of the IPv4 Address Space 
 
Many people today are aware that the folks in charge of the Internet are starting to run low on 
addresses. Most of them are not ŀǿŀǊŜ ǘƘŀǘ ǘƘƛǎ ƛǎ ƴƻǘ ǘƘŜ ŦƛǊǎǘ ǘƛƳŜ ǿŜΩǾŜ ŦŀŎŜŘ ǘƘƛǎΣ ƻǊ Ƨǳǎǘ Ƙƻǿ ƭƻǿ 
that pool of addresses is today. The majority of Internet users are either completely oblivious to what is 
going on and think that the Internet will go on like it has, forever. If they have heard any rumors about 
an address shortage they have a blind faith that the people in charge can simply work some magic and 
ǘƘŜ ǇǊƻōƭŜƳ ǿƛƭƭ Ǝƻ ŀǿŀȅΦ ²ŜƭƭΣ ǘƘŜȅ ŘƛŘ ƻƴŎŜΣ ƛƴ ǘƘŜ ƳƛŘ мффлΩǎ όǿƛǘƘ b!¢ύΣ ōǳǘ ǘƘŜȅ ŀǊŜ ŀƭƭ ƻǳǘ ƻŦ ǘǊƛŎƪǎ 
this time around. IPv4 is simply out of gas, and it is time to start using its successor, IPv6. 
 
 
4.1 ς OECD IPv6 Report, March 2008 
 
The best study on this done to date (in my opinion) is in the OECD report presented at the OCED 
Ministerial Meeting on the Future of the Internet Economy, in Seoul Korea, 17-18 June, 2008. I was a 
speaker at the concurrent Korean IPv6 Summit. The full name of OECD is Organisation for Economic Co-
Operation and Development. It was established in 1961, and currently has 30 member nations, including 
most members of the EU, plus Australia, Canada, Japan, Korea, Mexico, New Zealand, Turkey, the UK 
and the US. It had a 2009 budget of EUR 320 million. Their goals are to: 
 

¶ Support sustainable economic growth 

¶ Boost employment 

¶ Raise living standards 

¶ Maintain financial stability 

¶ !ǎǎƛǎǘ ƻǘƘŜǊ ŎƻǳƴǘǊƛŜǎΩ ŜŎƻƴƻƳƛŎ ŘŜǾŜlopment 

¶ Contribute to growth in world trade 
 
Unlike the IETF or ISO, the OECD is not specifically concerned with technology. However, they have 
determined that the imminent exhaustion of the IPv4 address space will have a major impact on most of 
their goal areas, hence they did a major study, the results of which are presented in Ministerial 
.ŀŎƪƎǊƻǳƴŘ wŜǇƻǊǘ 5{¢LκL//tόнллтύнлκCLb![Σ άLƴǘŜǊƴŜǘ !ŘŘǊŜǎǎ {ǇŀŎŜΥ 9ŎƻƴƻƳƛŎ /ƻƴǎƛŘŜǊŀǘƛƻƴǎ ƛƴ ǘƘŜ 
aŀƴŀƎŜƳŜƴǘ ƻŦ LtǾп ŀƴŘ ƛƴ ǘƘŜ 5ŜǇƭƻȅƳŜƴǘ ƻŦ LtǾсέΦ ¢ƘŜ ǊŜǇƻǊǘ ƛǎ ŀǾŀƛlable free by download over the 
LƴǘŜǊƴŜǘ όǎŜŀǊŎƘ ŦƻǊ άh9/5 LtǾс wŜǇƻǊǘέύΦ ¸ƻǳ ǎƘƻǳƭŘ ŀŎǘǳŀƭƭȅ ǊŜŀŘ ǘƘŜ ŜƴǘƛǊŜ ǊŜǇƻǊǘΣ ōǳǘ L ǿƛƭƭ 
summarize the most important aspects of it in this chapter. 
 
Let me quote one paragraph from the Main Points section: 
 
ά¢ƘŜǊŜ ƛs now an expectation among some experts that the currently used version of the Internet 
Protocol, IPv4, will run out of previously unallocated address space in 2010 or 2011, as only 16% of the 
total IPv4 address space remains unallocated in early 2008. The situation is critical for the future of the 
Internet economy because all new users connecting to the Internet, and all businesses that require IP 
addresses for their growth, will be affected by the change from the current status of ready availability of 
uƴŀƭƭƻŎŀǘŜŘ LtǾп ŀŘŘǊŜǎǎŜǎΦέ 
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As of this writing, in early 2010, only 8% of the addresses remain unallocated. The current best 
estimates are that the IANA address pool will be exhausted by July 2011, and all RIRs will exhaust their 
supply within six months after that (some potentially even earlier). 
 
Another key passage from this section follows: 
 
ά!ǎ ǘƘŜ Ǉƻƻƭ ƻŦ ǳƴŀƭƭƻŎŀǘŜŘ LtǾп ŀŘŘǊŜǎǎŜǎ ŘǿƛƴŘƭŜǎ ŀƴŘ ǘǊŀƴǎƛǘƛƻƴ ǘƻ LtǾс ƎŀǘƘŜǊǎ ƳƻƳŜƴǘǳƳΣ ŀƭƭ 
stakeholders should anticipate the impacts of the transition period and plan accordingly. With regard to 
the depletion of the unallocated IPv4 address space, the most important message may be that there is 
no complete solution and that no option will meet all expectations. While the Internet technical 
community discusses optional mechanisms to manage IPv4 address space exhaustion and IPv6 
deployment and to manage routing table growth pre- and post- exhaustion, governments should 
ŜƴŎƻǳǊŀƎŜ ŀƭƭ ǎǘŀƪŜƘƻƭŘŜǊǎ ǘƻ ǎǳǇǇƻǊǘ ŀ ǎƳƻƻǘƘ ǘǊŀƴǎƛǘƛƻƴ ǘƻ LtǾсΦέ 
 
άLtǾс ŀŘƻǇǘƛƻƴ ƛǎ ŀ Ƴǳƭǘƛ-year, complex integration process that impacts all sectors of the economy. In 
addition, a long period of co-existence between IPv4 and IPv6 is projected during which maintaining 
operations and interoperability at the application level will be critical. The fact that each player is 
capable of addressing only part of the issue associated with the Internet-wide transition to IPv6 
underscores the need for awareness raising and co-ƻǇŜǊŀǘƛƻƴέΦ 
 
Basically, there is no solution for those wanting to remain with IPv4. It is going to take multiple years to 
make the transition. There are only two years left, so March 2010 is really the last possible date to begin 
a smooth and affordable introduction of IPv6. Any later start will involve unnecessary expense and crisis 
management, towards the end of the IPv4 lifetime. Such transitions are usually not done well when 
ǊǳǎƘŜŘΦ !ƴŘ ƻƴŎŜ ǘƘŜ ŀŘŘǊŜǎǎŜǎ ŀǊŜ ƎƻƴŜΣ ǘƘŀǘΩǎ ƛǘΦ 
 
The report acknowledges that in the early phases of a major technology transition such as this, there 
may be little or no incentive to shift to the new technology. However, once a critical mass of users 
adopting the new technology, there is often a tipping point after which adoption grows rapidly until it is 
widespread. In theory this tipping point is reached when the marginal cost, for an ISP or an organization, 
of implementing the next device with IPv4 becomes higher than the cost of deploying the next device 
with IPv4. For an ISP, there are costs associated with deploying IPv4 nodes such as the cost of obtaining 
the addresses themselves, the costs of designing and deploying network infrastructure that uses fewer 
and fewer public (globally routable) addresses (by using NAT). When these become higher than the cost 
of deploying IPv6, they will begin migration in earnest. Reaching this tipping point depends on a number 
of factors, including customer demand, opportunity costs, emerging markets, the introduction of new 
services, government incentives, and regulation. 
 
One of the key requirements for migrating to IPv6 is technical expertise in the subject. This is necessary 
to provide economies and companies with competitive advantage in the area of technology products 
and services, and the benefit from ICT-enabled innovation. Countries who are early adopters, and 
provide training and incentives for their companies to embrace it, or even help fund the necessary 
infrastructure (as in China) will have significant competitive advantages in years to come over countries 
that are laggards in this transition. 
 
Increasing scarcity of IPv4 addresses can raise competitive concerns in terms of barriers to new entry 
and strengthening incumbent positions. There has been much discussion over how to manage 
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previously allocated IPv4 addresses once the free pool has been exhausted. Will a black (or even a 
legitmate) market evolve for IPv4 addresses? Will companies that have more than they need be selling 
ǘƘŜƳ ƻƴ Ŝ.ŀȅΚ LǘΩǎ ǇƻǎǎƛōƭŜ ǘƘŀǘ ǎƻƳŜ ŎƻƳǇŀƴƛŜǎ ƳƛƎƘǘ ŜǾŜƴ ōŜ ŀŎǉǳƛǊŜŘ ƛƴ ƻǊŘŜǊ ǘƻ ƻōǘŀƛƴ ŀ large 
number of addresses (as happened when Compaq bought Digital Equipment Corporation, and then 
again when HP bought Compaq). Today, you only borrow (lease?) addresses from an ISP for so long as 
you have service with that ISP. If you terminate that service, the addresses are reclaimed by the ISP for 
ŀƭƭƻŎŀǘƛƻƴ ǘƻ ƻǘƘŜǊ ŎǳǎǘƻƳŜǊǎΦ ¸ƻǳ ŘƻƴΩǘ ǊŜŀƭƭȅ own ǘƘƻǎŜ ŀŘŘǊŜǎǎŜǎΣ ǎƻ ȅƻǳ ŎŀƴΩǘ sell them. Even the ISP 
ŘƻŜǎƴΩǘ ƻǿƴ ǘƘŜƳΣ ƛŦ ŀƴ L{t ƎƻŜǎ ƻǳǘ ƻŦ ōǳǎƛƴŜǎǎ ǘƘŜƛǊ ŀŘŘǊŜǎǎ Ǉƻƻƭ ǇǊƻōŀōƭȅ ǊŜǘǳǊƴǎ ǘƻ ǘƘŜ wLw ǘƘŜȅ Ǝƻt 
them from. Some of these situations are not currently well defined, but they will be as the IPv4 address 
space nears exhaustion. Notably, the situation on the early Class A block allocations is not quite so well 
defined. Those blocks may be owned by those early adopter companies. 
 
There is also discussion of how existing and increasing use of NAT requires developers of network aware 
products and applications to build increasingly complex central gateways or NAT traversal mechanisms 
to allow clients who are in most cases, both behind NAT gateways. This is creating barriers to innovation, 
the development of new services, and the overall performance and stability of the Internet. 
 
There is a risk of some parts of the world deploying IPv6, while others continue running IPv4 with 
multiple layers of NAT. Such decisions would impact the economic opportunities offered by the Internet 
with severe repercussions in terms of stifled creativity and deployment of generally accessible new 
services. Also, there could be serious issues of interoperation between people in the IPv6 world and 
those left behind in the IPv4 world. This could lead to a fragmentation of the Internet. 
 
The five sections of the report cover the following topics: 
 

¶ Overview of the major initiatives that have taken place in Internet addressing to-date, and the 
parallel development of institutions that manage Internet addressing 

¶ Summary of proposals under consideration for management of remaining IPv4 addresses 

¶ Overview of the drivers and challenges for transitioning to IPv6 through a dual stack (IPv4 + 
IPv6) environment. It reviews factors that influence IPv6 adoption, drawing on available 
information. 

¶ Economic and public policy considerations and recommendations to governments 

¶ Lessons learned from several IPv6 deployments 
 
 
4.2 ς OECD Follow-up Report, April 2010 
 
In April 2010, the OECD released a follow-up report to the IPv6 report mentioned above. It is called 
άLƴǘŜǊƴŜǘ !ŘŘǊŜǎǎƛƴƎΥ aŜŀǎǳǊƛƴƎ 5ŜǇƭƻȅƳŜƴǘ ƻŦ LtǾсέΦ ¢hey still expect IPv4 addresses to run out in 
2012. As of March 2010, only 8% of the full IPv4 address space is available for allocation. Currently, IPv6 
use is growing faster than IPv4 use, albeit from a still small base. Several large-scale deployments are 
taking place or are in planning.  Some of the key findings, all as of March 2010 are: 
 

¶ 5.5% of the networks on the Internet (1,800 networks) can handle IPv6 traffic 

¶ IPv6 networks have grown faster than IPv4-only networks since mid-2007 

¶ Demand for IPv6 address blocks has grown faster than demand for IPv4 address blocks. 
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¶ One out of five transit networks (i.e. networks that provide connections through themselves to 
other networks) handle IPv6. This means that Internet infrastructure players are actively 
readying for IPv6. 

¶ As of January 2010, over 90% of installed operating systems are IPv6 capable, and 25% of end 
users ran an operating system that enabled IPv6 by default (e.g. Windows Vista or Mac OS X). 
This percentage has probably increased since the release of Windows 7, but no measurement is 
available. 

¶ As of January 2010, over 1.45% of the top 1000 websites were available over IPv6, but as of 
March 2010 (when Google IPv6 enabled their websites) this jumped to 8%. 

¶ Over 4,000 IPv6 prefixes (address blocks) had been allocated. Of these 2,500 (60%) showed up 
as routed on the Internet backbone (were actually in use). 

¶ At least 23% of Internet eXchange Points explicitly supported IPv6 

¶ 7 out of 13 DNS Root Servers are accessible over IPv6 

¶ 65% of Top Level Domains (TLDs) had Ipv6 records in the root zone file 

¶ 80% of TLDs have name servers with an IPv6 address 

¶ 1.5 million domain names (about 1% of the total) had IPv6 DNS records 
 
Operators in the RIPE and APNIC service areas were given a survey in 2009. 
 

¶ 7% of APNIC respondents claimed to have equal or more IPv6 traffic than IPv4 traffic 

¶ 2% of RIPE respondents claimed to have equal or more IPv6 traffic than IPv4 traffic 

¶ Of those respondents not deploying IPv6, 60% saw cost as a major barrier 

¶ Of those respondents deploying IPv6, 40% considered lack of vendor support the main obstacle 
 

 

 
 

Routed IPv6 Prefixes, 2004 to 2009 
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IPv6 unique Autonomous Systems, 2003 to 2009 
 
 

 
Source: ITAC/NRO Contribution to the OECD, Geoff Huston and George Michaelson, data from end of year 2009. 

 

 
Since 2008, the ratio of routed IPv6 prefixes to IPv4 prefixes has climbed from 0.45% to 0.8%, which 
indicates that the number of routed IPv6 prefixes is increasing more rapidly than that of routed IPv4 
prefixes. The ratio of IPv6 to IPv4 AS entities actively routing went from about 3.2% in 2008 to 5.5% in 
2010. 
 
The compound annual growth rate from 24 February 2009 to 5 November 2009 for dual stack ASes was 
52%, for IPv6-only ASes was 13%, and for IPv4-only ASes was 8%. At year end 2009, there were 31,582 
ASes using IPv4-only, there were 1806 ASes using dual stack, and there were 59 ASes using IPv6-only. 
 
One trend is that service providers, corporations, public agencies and end-users are using IPv6 for 
advanced and innovative activities on private networks. IPv6 is also being used in 6LoWPAN (IPv6 over 
[ƻǿ ǇƻǿŜǊ tŜǊǎƻƴŀƭ !ǊŜŀ bŜǘǿƻǊƪǎΣ ŀǎ ǎǇŜŎƛŦƛŜŘ ƛƴ wC/ пфппΣ ά¢ǊŀƴǎƳƛǎǎƛƻƴ ƻŦ LtǾс tŀŎƪŜǘǎ ƻǾŜǊ L999 
улнΦмрΦп bŜǘǿƻǊƪǎέΣ {ŜǇǘŜƳōŜǊ нллтΦ 
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4.3 ς How IPv4 Addresses Were Allocated in the Early Days 
 
In the early days, before IANA and the RIRs were created, IPv4 addresses were actually allocated 
manually by a single individual, Jon Postel. He never dreamed how large the Internet would grow, or 
that it would be a worldwide phenomenon that had a major impact on most world economies. He is the 
ƻƴŜ ǊŜǎǇƻƴǎƛōƭŜ ŦƻǊ ŀƭƭƻŎŀǘƛƴƎ ƭŀǊƎŜ ŎƘǳƴƪǎ όά/ƭŀǎǎ !έ ōƭƻŎƪǎύ ǘƻ ŀ ŦŜǿ ŜŀǊƭȅ ŀŘƻǇǘŜǊǎ όŜΦƎΦ ItΣ !ǇǇƭŜΣ ŀƴŘ 
M.I.T.) Unfortunately, those allocations are very difficult to undo today, so about 1/3 of all the addresses 
allocated in the U.S. belong to less than 50 organizations. The IANA now just considers those legacy 
allocations, and has tried to do the best they could with the address space remaining at the time they 
took over allocation. 
 
 
4.3.1 ς hǊƛƎƛƴŀƭ ά/ƭŀǎǎŦǳƭέ !ƭƭƻŎŀǘƛƻƴ .ƭƻŎƪǎ 
 
¢ƘŜ ŦƛǊǎǘ рл҈ ƻŦ ǘƘŜ Ŧǳƭƭ LtǾп ŀŘŘǊŜǎǎ ǎǇŀŎŜ όлΦлΦлΦл ǘƻ мнтΦнррΦнррΦнррύ ǿŀǎ ŘƛǾƛŘŜŘ ǳǇ ƛƴǘƻ мну ά/ƭŀǎǎ 
!έ ōƭƻŎƪǎ όƴƻǿ ƪƴƻǿƴ ŀǎ άκуέ ƻǊ άǎƭŀǎƘ-уέ ōƭƻŎƪǎύΦ 9ŀŎƘ ƻŦ ǘƘŜǎŜ ŎƻƴǘŀƛƴŜŘ н24-2, or some 16.8 million 
usable addresses. Here is a list of some of the lucky organizations that own these blocks today, either 
from the original allocation or by buying other companies that owned them. 
 
 General Electric   3.x.x.x  U.S. DoD DISA   22.x.x.x 

Level 3 Communications 4.x.x.x   U.K. Ministry of Defense 25.x.x.x 
 U.S. Army Info Systems Center 6.x.x.x   U.S. DoD DISA   26.x.x.x 

(formerly DoD, now ARIN) 7.x.x.x   U.S. DoD DSI-North  28.x.x.x 
 Level 3 Communications 8.x.x.x   U.S. DoD DISA   29.x.x.x 
 IBM    9.x.x.x   U.S. DoD DISA   30.x.x.x 
 U.S. DoD Intel Info Systems 11.x.x.x  AT&T Global Network Svcs 32.x.x.x 
 AT&T Worldnet   12.x.x.x  U.S. DoD DLA Sys Auto Ctr 33.x.x.x 
 Xerox Corp.   13.x.x.x  Halliburton   34.x.x.x 
 HP    15.x.x.x  InterOp Show   45.x.x.x 
 DEC (now HP)    16.x.x.x  Bell-Northern (now Nortel) 47.x.x.x 
 Apple Computer  17.x.x.x  Prudential Insurance  48.x.x.x 
 Mass. Inst. Of Technology 18.x.x.x  E.I. DuPont de Nemours  52.x.x.x 
 Ford Motor Company  19.x.x.x  Daimler AG   53.x.x.x 

Computer Sciences Corp 20.x.x.x  U.S. DoD Network Info Ctr 55.x.x.x 
 DoD DISA DDN-RVN  21.x.x.x  U.S. Postal Service  56.x.x.x 
 
Another 25% of the full address space (128.0.0.0 to 191.255.255.2ррύ ǿŀǎ ŘƛǾƛŘŜŘ ǳǇ ƛƴǘƻ мсΣоуп ά/ƭŀǎǎ 
.έ ōƭƻŎƪǎ όƴƻǿ ƪƴƻǿƴ ŀǎ άκмсέ ōƭƻŎƪǎύΦ 9ŀŎƘ ƻŦ ǘƘŜǎŜ ŎƻƴǘŀƛƴŜŘ н16-2, or 65,534 usable addresses.  
 
Another 12.5% of the full address space (192.0.0.0 to 224.255.255.255) was divided up into about 2.1 
Ƴƛƭƭƛƻƴ ά/ƭŀǎǎ /έ ōƭƻŎƪǎ όƴƻǿ ƪƴƻǿƴ ŀǎ άκнпέ ōƭƻŎƪǎύΦ 9ŀŎƘ ƻŦ ǘƘŜǎŜ ŎƻƴǘŀƛƴŜŘ н8-2, or 254 usable 
addresses. 
 
Another 6.25% of the full address space (224.0.0.0 to 239.255.255.255) was reserved for multicast 
(these are known as Class D addresses). ¢ƘŜǊŜ ƛǎ ƴƻ ǿŀȅ ǘƻ άǊŜŎƻǾŜǊέ ŀƴȅ ƻŦ ǘƘƛǎ ŀŘŘǊŜǎǎ ǎǇŀŎŜΦ 
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The final 6.25% of the full address space (240.0.0.0 to 255.255.255.255) was reserved for future use, 
experimentation and limited broadcast. These are known as Class E addresses. These addresses cannot 
ōŜ άǊŜŎƻǾŜǊŜŘέ ǿƛǘƘƻǳǘ ƳƻŘƛŦƛŎŀǘƛƻƴǎ ǘƻ ŜǎǎŜƴǘƛŀƭƭȅ ŜǾŜǊȅ ǊƻǳǘŜǊ ƛƴ ǘƘŜ ǿƻǊƭŘ όƳƻǎǘ ǊƻǳǘŜǊǎ ōƭƻŎƪ ǘƘŜƳ 
by default ς in many routers this is not even configurable). 
 
The subblock of Class E from 255.0.0.0 to 255.255.255.255 ƛǎ ŀŎǘǳŀƭƭȅ ǳǎŜŘ ŦƻǊ άƭƛƳƛǘŜŘ ōǊƻŀŘŎŀǎǘέ 
(limited because it will not cross routers). A packet sent to any of these addresses will be received by all 
nodes on your LAN. Of these, normally only the address 255.255.255.255 is used. There is no broadcast 
in IPv6 (although there is a multicast address that has much the same effect). 
 
The U.S. Deptartment ƻŦ 5ŜŦŜƴǎŜ Ƙŀǎ мл άκуέ ōƭƻŎƪǎΣ ŦƻǊ ŀōƻǳǘ мсу Ƴƛƭƭƛƻƴ ŀŘŘǊŜǎǎŜǎΦ ¢Ƙƛǎ ƛǎ ŀƭƳƻǎǘ п҈ 
ƻŦ ǘƘŜ ǘƻǘŀƭ LtǾп ŀŘŘǊŜǎǎ ǎǇŀŎŜΦ hƴŜ ŜƴǘƛǊŜ άκуέ ōƭƻŎƪ όмнтΦȄΦȄΦȄύ Ƙŀǎ ƻƴƭȅ one address used, which is 
мнтΦлΦлΦм όǘƘŜ LtǾп άƭƻƻǇōŀŎƪέ ŀŘŘǊŜǎǎΣ ǳǎŜŘ ǘƻ ŀŘŘǊŜǎǎ ȅƻǳǊ ƻǿƴ ƴƻŘŜύΦ A small block at 
169.254.0.0/16 is reserved for IPv4 Link Local usage (similar to IPv6 link-local addresses). For details, see 
wC/ рторΣ ά{ǇŜŎƛŀƭ ¦ǎŜ LtǾп !ŘŘǊŜǎǎŜǎέΣ WŀƴǳŀǊȅ нлмлΦ 
 
hƴŜ άκуέ ōƭƻŎƪ όмлΦлΦлΦлκуύΣ ƻƴŜ άκмнέ ōƭƻŎƪ όмтнΦмсΦлΦлκмнύ ŀƴŘ ƻƴŜ άκмсέ ōƭƻŎƪ όмфнΦмсуΦлΦлκмсύ ǿŜǊŜ 
ǊŜǎŜǊǾŜŘ ŦƻǊ ǳǎŜ ŀǎ άǇǊƛǾŀǘŜέ ŀŘŘǊŜǎǎŜǎ ōȅ wC/ мфмуΣ ά!ŘŘǊŜǎǎ !ƭƭƻŎŀǘƛƻƴ ŦƻǊ tǊƛǾŀǘŜ LƴǘŜǊƴŜǘǎέΣ CŜōǊǳŀǊȅ 
1996. These addresses can be used by any organization for any internal network, but should never be 
routed onto the Internet (although in practice you can sometimes find these addresses on the backbone 
due to misconfigured routers). These would correspond to internal ǇƘƻƴŜ άŜȄǘŜƴǎƛƻƴǎέ ǎǳŎƘ ŀǎ млмΣ 
102, etc. Every company with a PBX might use that same set of extensions. 
 
As of 4 June 2010, only 16 ƻŦ ǘƘŜ ǇƻǎǎƛōƭŜ нрс άκуέ ōƭƻŎƪǎ όŀōƻǳǘ 6.25% of the full address space) are still 
unallocated. Here is a map of the status of all 25с άκуέ ōƭƻŎƪs. By September 2011, (or earlier) there 
ǿƻƴΩǘ ōŜ ŀƴȅ Řƻǘǎ ƭŜŦǘΦ !ƭƭ ǘƘŜ ōƭƻŎƪǎ ǿƛǘƘ Řƻǘǎ όǳƴŀƭƭƻŎŀǘŜŘ άκуέǎύ ƛƴ ǘƘŜ ŎƘŀǊǘ ǘƻŘŀȅ ǿƛƭƭ ōŜ ŀƭƭƻŎŀǘŜŘ ǘƻ 
one of the RIRs (ARIN, RIPE, APNIC, LACNIC or AfriNIC). 
 
 +0 +1 +2 +3 +4 +5 +6 +7 +8 +9 

000  R AP RN L L .  L L- AR L L 

010  R L L L AP L L L L L 

020  L L L .  AR L L AP L L 

030  L RN L L L L .  .  L .  

040  L AF .  L- AP L L RN L L .  

050  AR L L L L L L L AP AP 

060  AP AP RN AR AR AR AR AR AR AR 

070  AR AR AR AR AR AR AR RN RN RN 

080  RN RN RN RN RN RN RN RN RN RN 

090  RN RN RN RN RN RN AR AR AR AR 

100  .  .  .  .  .  .  .  AR AR RN 

110  AP AP AP AP AP AP AP AP AP AP 

120  AP AP AP AP AP AP AP R L- AR L- AR 

130  L- AR L- AR L- AR L- AP L- AR L- AR L- AR L- AR L- AR L- AR 

140  L- AR L- RN L- AR L- AR L- AR L- RN L- AR L- AR L- AR L- AR 

150  L- AP L- RN L- AR L- AP L- AF L- AR L- AR L- AR L- AR L- AR  

160  L- AR L- AR L- AR L- AP L- AR L- AR L- AR L- AR L- AR L- AR 

170  L- AR L- AP L- AR AR AR AP RN LA RN .  

180  AP LA AP AP AR .  LA LA L- RN LA 

190  LA L- LA L- AR RN RN RN L- AF AF L- AR AR  
































































































































































































































































































































































































































































