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Foreword
The Chips are Down! However Knowledge is Sadly Missing!

CKS ¢2NR aGLYGSNYS(¢ Keirdevedy SuaglageSvitiout &ng waaskitiod. £ven thyel Y
French have kept the same name while normally they tend to create a French version for any

gy 3t Aak yIryS G2 YI1S Al az2dzyR tA1S A0Qa Ay@SyiGaSR
Internet redly functions, be prepared to be surprised by the sparse response and accept their kind

apology thatthey had no time to delve into this complex world, understandably.

When you ask Internet experts on the current Internet Protocol (IPv4), you will iehedrby their

prolific and visionary thoughts of what you can do with the Internet and most probably that it can even
solve world hunger. However when you ask these same experts about the new Internet Protocol version
6 (IPv6), you will find only a fewahcan answer with high precision how the new Internet based on IPv6
functions, how it will be installed or how it will enhance the current Internet. | guess most Internet
experts have by now understood that the visible difference between IPv4 and IfheGsize of the

address space moving from a limited to virtually unlimited resource (from 4.3 Billion addresses to 340
Billion Billion Billion Billion addresses).

While basic IPv6 was designed and standardized between1998 and deployment has been

happening at a slow pace for the last 10 years, it is astonishing to see the same historical deployment

patterns of the current Internet Protocol (IPv4). That was designed between198@ with first

deployment in 1981. It had to wait for ten years untiBl%or the Internet to be opened for public use

LISNJ ' { /2y3aNB&aa | ANBSYSyiod ¢KS ydzyoSNI 2F Lt @n SEL]
same level of IPv6 experts that we have now.

The Internet community is asking for killer apps to facilijastifiable deployment of IPv6. Now, without
educated engineerat developers level and ISP levels, it is unreasonable to expect creation of such apps
that would benefit from the new builin features in IPv6. The principal feature of IPv6 is the restorat

of the endto-end model on the back of which the Internet was built on in the first place. The e2e model
restores e2e connectivity, e2e security, e2e QoS, node reachability, remote access for maintenance and
network management purposegssential featres have been tightly redesigned like mobility,

Multicast, auteconfiguration, to take the Internet where it has not gone before. IPv6 will take the

Internet into commodity services adding networking value to services liH® RRd sensors. IPv6 will

open new paradigms for Internet of Things, Smart Grids, Cloud Computing, Smart Cities, 4G/LTE
services, etc.

To realise this we need to have engineers professionally trained with IPv6 eyes and not with IPv4 eyes. A
recent survey on IPv6 training and studasiniversities has demonstrated that IPv6 training and

courses are way too embryonic to have any critical impact. Patching IPv6 with IPv4 thinking would be
just extending the IPv6 address space to the Internet and not fully exploiting the rich set ¢datemes

still invisible to the normal engineer. Deploying IPv6 without upfront integration of IPv6 security and
privacy is redoing the same mistake done in the deployment of IPv4. This is even defeating the prime
purpose of fixing thing like securitytine Internet. It is estimated that some 20 million engineers are

working on the current Internet worldwide at ISPs, corporate and all other public and private



2NBFYyAalGA2ya yR (GKSe& gAft ySSR (NI dpgradg&dthey Lt Oc
Internet and most probably the last one for decades to come.

There are also tools that address IPv6 issues that have been designed by the author that will play key
roles in the deployment of IPv6 such as DHCPv6, DNSSECV6, IDN, etc.orliiagghpractical and
handson experience to take enthusiast engineers to the next level with astonishing intricate knowledge
pretty rare to find in this diffuse Internet world not knowing who holds the truth.

| encourage everyone to read this book as will enjoy it like | did as the author is pretty crystal clear,
precise, authoritative and written directly from his heart.

Latif Ladid

President IPv6 Forum

Senior Researcher, University of Luxembourg
Emeritus Trustee, Internet Society

UN Strategy Cowil member



Chapter 1 z Introduction
1.1¢ Why IPv6 is Important

The First Internet (which | now call thegacyinternet) is 27 years old. Think about what kind of CPUs,

amount of RAM, and which Operating System you were using i P38bably a Z80-Bit CPUwith 64
YAf208GSa 2F wl!la |YyR /takynX 2NAXNE d2dz 6 YWRE 5 {6 dedd
werereallylucky, you might have hachaxpensive Hard Disk Drive wahmassive TEN megabytes of

storage. What, many of yaeading thiss SNBYy Qi S@Sy |t A @S feic@dlK ! a1 & 2 dz\
computingg & fA1S AYy mMpyod LQDPS 06SSy o6dzAif RAY I myLINE I NI Y
Altair 8800 in 1975. Hard to realize that is 35 years ago. Since 1983, network speeds have increased

from 10 Mbit/sec to100Gbit/sec (0,000 fold increaseBut we are still using essentially the same

Internet Protocotp ¢ KAy {1 A foiaé upgrade dzi G A YS

The First Internehasimpacted the lives of more than a billion peeplthasled to unprecedented

advances in computing, communications, collaboration, research and entertainment (not to mention
time-wastingand even less savory activitjeShe Internet is now understood to be highly strategic in

SOSNE Y2 RS Nphony2tdgyditficul t®Goncéve of a country that could exist without it. Many
enormous companies (such as Google) would not have been possible (or even needed) without it.
{GF33aASNARY3I FY2dzyda 2F 6SIfGK KIS yd3dsy YOMBIEG DRI AIS
physically delivered) follow the Pony Express into oblivion (amazingly, governments everywhere are

trying to keep Post Offices going, even though most lose gigantic amounts of money every year). The

number of emails sendailyis 3to 4 times the number of first class mails sennually(both in the

u.s)

Estimates are that there are currently about 1.3 billion nodes (computers, servers or other network
devices) connected to thEirstinternet. Many of those have more than one uges in Cyber cafes).

111¢. dzi 2 FAGTE ¢KSNBQaE az2NBXo

If you think(i K I irapfeasive, wait until you see what its rapidly approaching successoBetend
Internet(made possible by IPy@iill be. Entirely newrad far more flexible communication and
connectivity paradigms are coming that will makenail and texting seem quaint. Major areas of the
economy, such as telephony, entertainment, almastonsumer electronic devices (MP3 players, TVs,
radios) will beheavily impacted, or even collapse into the Second Internet as Yet More Network
Applications (like enail and web did in the First Internet). The number of connected nodes will likely
explode in the next 80 years by a factor offaundredor more(not by 100%, | said by factor of 100,
which is10,000%) TheFirstinternet (the one you are using today, based on IPv4) that you think is so
pervasive and soool isless than 1% of the expected size of the Second Internet. One of the popular
terms being usedb describe it ipervasive computingrhat means it is going to leverywhere

1.1.2¢ Flash!The First Internet is Broken!
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Most importantly, in the process of keeping IPv4 arotmallongz ¢ S Q @ SrokerfitieBilstR &

Internet badly with something called NAT (Network Address Trans)afiohl has turned the Internet

into a oneway channel, introduced many really serious security issues and is impeding progress on
newer applications ife VolP and IPTV).You can easily make outgoing connections to servers like
www.cnn.com but it is difficult or impossible for other people to make connectiongda It has

divided the world into a fewproducerglike cnn.com) and millions ebnsumerglike you). In the Second
Internet, anyone can be prosumer(producerandconsumer). NAT was a necessary evil to keep things
going until the Second Internet was ready to be rolled out. NAT has now served its purpose, and like
crutches wheryour broken leg has healed, should be cast aside. Its only purpose was to extend the life
of the IPv4 address space while the engineers were getting IPv6 ready.

PaAy3 || aK2NBRSa YR OFNRBRé YSOlI LIK2NE (edaStNB4 A& y2 N
address to be given out) before we start driving cars (deploy IBg®)d news, everyone! IPv6 is ready
F2NJLINAYS GAYS (G2RlIéd aé K2YS Aa IfNBFRe& FdAfte& YA
Philippines!

1.1.3¢ Wait, How Carthe Internet Grow by 100 Fold?

If there are over a billion nodes on tlérstinternet, and there are just over 6 Billion people alive, how
can itpossiblygrow by more than 100 fold? The kibgreisto understand that theSecondnternet

(based on IPv@¥the Internet of Devices\ human sitting at a keyboard will be a relatively rare thing,
although IPv6 will make it far easier and cheaper to bringith billionK dzY' I y& 2yt Ay S dzaAy 3
advanced features and almost imited address space. Many Asian countaesl companiegwho

routinely have 5 to 10 year horizons in their planning) already consider IPv6 to be one of the most
strategic and important technologies anywhere, and are investing heavily in deploying itis20&0

tipping pointfor IPvé Adoption curves are starting to climb at steep rates reminiscent of the adoption of
the World Wide Web back in the early 1990s. By March 2012 (when the last IPv4 address will likely be
allocated to some lucky endser), the migration to IPv6 will be well underway in most leading

countries, anccompletedin many Asian countries.

1.1.4¢ Whyis 2011 &Sgnificant Year for the Second Internét

There is an entire chapter in this book on tepldion of the IPv4 address spat®hat this means (in

English) is that we ameinning outof IP addressef®or the First Internet This will be aeryimportant

event in the history of the Internet. We nearly ranténi 1997, and only managed to keep the Internet

going through some clever tricks (NAT and Private Addresses), kind of like using private extension
numbers in a company PBX phone system. However, even with this trick (which is now causing major
problems)we are about to run out for good. The folks that create the IntelR&¢ y Qi KI @S | y& Y2
clever tricks up their sleevesll the groups that oversee the Internet, like the Internet Assigned

Numbers Authority (IANA), the Internet Corporation for Assignemi@ésaand Numbers (ICANN), the

Internet Society (ISOC), the Internet Engineering Task Force (IETF) and the Regional Internet Registrars
(ARIN, RIPE, APNIC, LATNIC and AFRINIC) have been saying for some time thah#stoniftate

now. They should knowThey are the ones that give out IP addres3bgy know that the barrel is

almost empty2 S Q@dSo increase the number of unique Internet addresses, which has some far
reaching consequences.

11



1.2¢ An Analogy: the Amazing Growing Telephone Number

WKSY L ¢l & @SNE &2dzy3sx Y& FIl YA &4583). AsShe Sundkepof S KI R
phones (and hence unique phone numbers within my geographic region) grew, the telephone company

KFR G2 AYONBIaS GKS fSy3aiK ibecdn33BRBYyITRWEs LIK2Yy S Vdz
enough to give everyone in my area a unigue number, and we could ask the nice long distance operator

to connect us to people in other areaden wewantedto talk with them When the telcos introduced

the miracle oDirect Disance Dialing our phone number grew to 10 digits: (904) 285/3. In theory,

this could provide unique numbers to @10 billion) customers. In practice some digit pattecasnot

be used, so it is somewhat less than that, and today many people hatiglsphone numbers

(landline, cell phone, fax, modem, VoIP, etc). Estimates are that the current supply of 10 digit numbers

will last U.S. subscribers at least 50 more years. Increases in the length of phone numbers may be an
inconvenience to end usersn@ publishers of phone books), but the tricky problems are mostly in the

big phone switches. Phone number lengths have been changed several times without leading to the

collapse of civilization.

One popular estimate (from NetCore) is that the IP addregse$e Firstinternet will beall gone

history, used upby September 16, 201(as estimated on February 15, 2010, subject to many revisions
before that last address is assigned, but probablgadierdates, not later ones)l'hat is the date that

the IANA will tell Regional Intern&egistriedike ARIN, RIPE and APNIC, that there are no more to
replenish their supplies.He RIRs will likely have enough on hand to last another six months at most. |
havepersonally joied APNIGs a membeand resered a @22¢ block of IPv4 addresses (a little over
1000 of the precious, and increasingly scarce addresses for the First Internet)wilhesstme about
1000USDper year, but | will be able to continue running my companies and other activitiesdioy
yeasto come. You can think of this as staking out some of the last remaining lots in a virtual Oklahoma
Land Rush. | am also doing this in order to obtain my veryd®@g block of the shiny new IPv6
addresses. You can think of this as getting an enormsptsad of prime real estate in the virtual New
World of the Second Internet. Anyone that wants to today can do the same thing (at least for a little
while longer). | understand wh@ coming, and | know whaillbe able to build on that prime real
estatel GKAY]l A0Qa F KSff 2F I ol NBIFIAY®

1.3¢ SoJdustWhat Is It That WeAre Running Out Of?

There is a great deal of confusion and misunderstanding about this, as important as it is. Many people
GKAY 1 GKIFG aAydSNY SvwwipkeryEhatds 8dt @n IntelNdd Addresa, ifida € A 1 S
symbolicnodename That is an important part of a URI (Uniform Resource Indicator), which adds things
such as a protocol designator (e.g. http:, mailto: or sip:), possibly stamaard port number (e.g.

x808C) and often a file path (e.g¥files/index.htmE). If you allowed up to 30 characters for a

nodename (the preceding example being 14 characters long) and allowed anyoalpbeneric

character and thényphen (az and 89 and&d), which areall legal in Intenet nodenamesthis would

givea total of 37 possible characters in each positibhat meanshere are 37° (1.11 x 1¢) possible
nodenamesalthough most of them would beeallyobscure and hard to remember, like
poas5jdpof343ijijio.iuhiudhudifer.cariK I (i @t@f nhmes There is still a staggering numberrames
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that are easy to remembeMore than could ever be used in the néxindredyears. So just what is it
that we are running out of?

The nodenames thatou (and most humans) use to specify arficular nodeon the Internet like

www.ipv6.org are made possible by something called the Domain Naming SyBtEf). Those

nodenames are not used in the actual packets as source and destination addresses (see sectibn on IPv
addressing model for the gory detail$headdresses used in the packets on the viir¢he First

Internetare 32 bit binary numbers. These are usually represented for us slow and stupid humans in

dotted decimal notatiorike 123.45.67.89. With a 32 kitldress, there are® (about 4.3 billion) distinct

values. When yousea symbolic nodenaménown technically as Bully Qualified BmainName, or

FQDNIin an applicationthat application sends it to aNIS server, which returns the numeric IP address
associated with it¢ K | theGddress that is used in packets on the wfge routing the packet to its

destination The DNS nodenames are like the names of people you call, the IP addresses are like their
LIK2YyS ydzYoSNBR® 5b{ Aa tA1S Iy 2yftAyS (StSLK2yS 062
GLIS2LX S¢ 0O0y2RSa0 e2dz glyld G2 aOlfté 002yySOG (200
entering the URhttp://15.200.2.21® ¢ K | {i Qét harder o Ketnéntber thamvww.hp.com which is

K& 5b{ 61 a AyO@SYyiSR® L (i @atmokgedpSnevemrseelhdt we agedzY SNA O I
running out of. The good news is that you can keep typmgv.hp.com and DNS will soon retuivoth

the oldstyle 32 bittPv4address and a new styl8 bit IPv6 address, which will be put into IPv6

packets.Given the choice, your applicatiswill prefer to use the new IPv6 addre¥%u will hardly

notice the differenceunless you are a network engineer anetwork software developer. Except

there@ going to be an awfully lot of cool new stuff to do, and new ways of doing old things, plus the

Internet is going to work better than it ever has.

Can you imagine trying to manage today with 5 digit telephone@@NE K Ly | F¥Sg &SI NERX
IPv4 is going to feel like.

1.4 ¢ But You Said There Were 4.3 Billion IPv4 Addresses?

But, | hear you protest, there are only 1.3 billion nodes currently connected to the Legacy Interdet
there are 4.3 billion possie IPv4 addresses. NSy Qi G KSNX adAtft a2vyS o oAffA
G2 alez tiKSNBE | NByQ

OnFebruary 15, 2010~vhen | started writing this book)here were only 364 million addresses left to

assign(again, from the NetCore countdown clg.On May 12, 201(B months later)there were only

298 million addresses leftVhat the heck happened to the redtll, when theFirstinternet was being

NREffSR 2dziz GKSNB 6SNB Fo2dzi cnn y2RS&atokthy GKS 42N
people involved. So, giant chunks of addresses were generously given out to early adopter

organizations. For examplBl.I.TF YR 1t ¢SNB 3IAGSYy aaOflaa !¢ of201a
addresses, or 1/256 of the total address space, edchj.l £ £ SNJ 2 NHF yAT I GA2y & 6 SNB

of addresses (each having about 65,535 addresses). Most of these organizations are not using anywhere
nearall of those addressedut they have never been willing to turn them backAs detailed in the

OECD study on IPv4 address space depletion and migration to IPw&ritdifficult and time

consumingi 2 A NBO2@SNE G(KSasS afz2aidé FRRNBaaSaod !'faz az)
multicast, experimental use, and other purposes.
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We aregetting more efficient in our allocation of IPv4 addresses, but even with every trick we know,

they will likely all be gone biylarch 2012 or before Itis easyto measure how quickly IP addresses are
beingallocated and how many are left, o (n@ &xactly rocket science tredict when they will run

out. These projectionassumell KSNBE gAff 0SS y2 aoly]l Ndiz/¢é 2N LI yAO
of the barrel, or increases in the rate that addresses are allocBt#t. of these assumptions areally
2LIAYAAGAOD ¢ KI (i Soaned & epedplSof TaiddIhavd adnbufickd thelr Niention

to connect some Billiondevices to the Internet in the next few years. Even if we gave theg9all

million of the remaining addresses, they stiduld not connect that many devices. They can only do this

by going to longer IP addressé&iicea larger address space). Thisie of the main thingghat IPv6 is

about.

1.5¢ IsIPv6just an Asian Thing

I have heard many comments from U.S. netiing professionals and Venture Capitalists that IPv6 is an
OAsian thing, something that is of little interest or concern to Americans. This shows an unusually
provincialview of an extremely serious situation, even fonéicans. This attitude is only partly due to

the inequitable distribution of addresséar the First Internetthere are over 6 IPv4 addresses per
American, compared to only aboQ128 per persorior the restof the world). It has a lot more to do

with a lack of knowledge of how certain parts of the First Internet really work, compounded by a limited
time horizon compared to Asian businessmen, who routinely plan 5 to 10 years ahead. America business
schools teah that nothing is important beyond the next quar@numbers. The depletion of IPv4
addresses is beyond the end of next quartart not by very muchexpect a major panic when the IPv4
depletion date comes within the time horizon of American businesséng K & R waRnyfabout 2 dz
GKAAKED D

lye O2dzy iNEB 2NJ 2NBFYATFdA2y GKFG O0F2N) 6KIF GSOSNI NB
K2NBRSa¢ oKAES (GKS NBadG 27F dzacargN® LU AKILAS Iy A NRdX/ RN
U.S. being just aeluctant to go to IPv@s they were to adopt the metric system (the U.S. is the only
industrialized countryot to have adopted the metric systerand | doubt they ever wjll Theycould

decideto stay with IPv4. If so, it will become measingly difficult for them to connect to ndd.S.

websites, or for people in other countries to connect to U.S. webdit@sll impact all telephone calls

between the U.S. and anywhere else in the world. It will make IT products designed for theatke&. m

of little interestoutside of the U.S. (kind of like automobiles that @@ maintained with metric tools).

This will isolate the U.S. even further, and essentially leave leadership in Information Technology up for

grabs. Japan, China aBduthKorea are quite serious about grabbing that leadership, and they are well

along their way to accomplishing this, by investing heavily in IPv6 for several years already.

.SAy3 3A22R SY3IAYSSNEX gKATS (GKS L9 ¢ Qdésses, théyKS aa
I NE FAEAY3I FYR SyKFIyOAy3a Ylyeée 2F GKS aLsS0Ga 27
quite as well as they might have been (who could have envisioned streaming video 27 years ago?). IPv6
Ad y20 2dzald 0 Avth@eb\d andréidiRabli rEkiusbplatfain®ain which to build the

Second Internet.

G N.
L

16¢{2 2KIG Aa ¢KAa a{SO2yR LYiSNYySieK
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Most things in computer technology evolve through various releases or generations, with significant

new features and capabilities the newer generations. For example, 2G, 2.5G and 3G cell phones. The

Internet is no exception. The remarkable thing though, is that the first generation of the Internet has

lasted for 27 years already, and we are only now coming to the second geneavhtiofhere are a

number oftechnology trendgoing on right now, and some of them have been hyped heavily in the

press.Some of them sound a lot like they might be the next generation of the Intefn&ti Q& &SS A F ¢
Oy YINNRBg R2gy &HSRORY RL LY fissyNgfBametndii®gs tHat it isnot.

1.6.1¢ Is theNext Generation NetworKNGN that Telcos Talk About, th8econd Interne?

Telcosaroundthe world have been moving towards sothing they call NGN for some time. Is that the
same thing as the Second Internet? Well, there is certainly a lot of overlap, but no, NGN is something
quite different.

Historically, telephone networks have been based on a variety of technologies, miasilyswitched

with call setup handled by SS7 (Signaling System 7). The core of the networks might be digital, but
almostthe entirelast mile(the part of the telco system reaching fraime local telcooffice into your

homes and businesses)s#ll analog today. There was some effort at upgrading this last mile to digital
with ISDN (Integrated Services Digital Networks), but some terrible decisions regarding tariffs (the cost
of services) pretty much killed ISDN in many countries, including the U.S.

The ITWInternational Telecommunication Unipran agency of the United Nations that has historically
overseen telephone systems worldwide, defines NGN as pavkiathed networks able to provide
services, including telecommunications, over broadband, with Quality of Service enabled transport
technologies, and in which servicelated functions are independentdm underlying transportelated
technologies. It offers unrestricted access by usedifferent telecommunication service providers. It
supportsgeneralized mobility which will allow consistent and ubiquitous service to users.

In practice, telco NGN has three main aspects:

1 Intelco core networks, there isa@nsolidation(or convergencgof legacy transport networks
based on X.25 and Frame Relay into the data networks based on TCP/IP (still, alas, mostly
TCPIPv4so fap. It also involves moving from circuit switched (mostly analog) voice technology
(the Public Switched Telephone Netwook,PSTN) to Voice over Internet Protocol (VolP). So far,
the move to VolP is mostly internal to the telcos. What is in your house and company is good old
POTS (Plain Old Telephone Service).

1 Inthedast mil&, NGN involves migration from legacy split vaoe data networks to Digital
Subscriber Line (DSL), making it possible to finally remove the legacy voice switching
infrastructure.

1 In cable access networks, N@Molvesmigration of constant bit rate voice to Packeable
standards that provide VolP di8IP services. These are provided over DOCSIS (Data Over Cable
Service Interface Specificatipas the cable data layer standard. DOCSI8d&8 include good
support for IPv6, thogh it requires major upgrades to existing infrastructure. There is also a
0DOCSIS 2.0 + IRwandard which supports IPv6 even over the older DOCSIS 2.0 framework,
typically requiring only a firmware upgrade in equipment. Théitlikely get rolled oubefore
DOCSIS 3.0 can (i@OCSIS 3.0 requires hardware upgrades).
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A major part of NGN i81S(the IP Multimedia SubsystemTo understand IMS, | highly recommend the
bookdThe 3G IRultimedia Subsystem (IM&§Merging the Internet and the Cellular Worklby

Gonzalo Camarillo and Miguel A. Gaddartin. This was published bghh Wiley & Sons, in 2004. This
book says that IMS (which is the future of all telephony) was designedrioonly over IPv6, using
DHCPv6, DNS over IPv6, ENUM, and SIP/RTP over IPv&dlRg6specific, that some of the primary
concerns are how legacy IRadly SIP based user agents (hardphones and softphones) will
communicatewith the IPv6core. Oneapproach is to use duatack SIP proxies that can in effect

translate between SIP over IPv4 and SIP over IPv6. Translation of the media component (RTP) is a bit
trickier, and will be handled by Network Address TranslabienwveenIPv4 and IPv6. Newer IPv6
compliant user agents will be able to interoperate directly with the IMS core, without any gateways, and
solve many problems. They are beginning to appear. | am using soma fgozat little company in
Koreacalled Moimstonén my home today.

The firstdinternet over telco wireless serviea early 2G networks wa&/AP(Wireless Application
Protocd).WAP 1.0 was released in April 1998. WAP 1.1 followed in 1999, followed by WAP 1.2 in June
2000. The ShbMessagingystem(SM$ was introduced. Only IPv4 was supported. Speed and
capabilities were somewhat underwhelming.

2.5G systems improved MIAP withGPR$General Packet Radio Seryiogith theoreticaldata rates of

56 to 114 Kbits/sec. GPRS inclddelways o Internet access, Multimedia Messaging Ser¢yM#1S),

and Pointto-point service. Iticreasel the speed of SMS to about 30 messages/sec. Even Filipinf@s can
text that fast. Aswith WAP, only IPv4 was supported.

2.75G systems introducdeDGEEnhanced Data Rates for GSM Evolytiaiso known as EGPRS
(Enhanced GPRS). EDGE service pbujaéo 2 Mbit/sec to a stationary or walking user, and 348
Kbit/sec in a moving vehicle. IPv6 service has been demonstrated over EDGE, but is not widely deployed.

3G systems introduceldSPAHigh Speed Packet Accgsshich consigd of two protocols HSDPA
(High Speed Downlink Packet Acgegth theoretical speeds of up to 14 Mbités service, antHSUPA
(High Speed Uplink Packet Acgesih up to 5.8 Mbit/sec servic&kealperformancewas again
somewhatlower, butbetter than with EDGE. HSIRAd goodsupportfor IPv6.

Thet F a0 31 AL F2NJ oD 0 ABHYE®@ TerhERolutidn).fLTESsRompletahobBsédion A &

IP, and primarily (but as of recent versions of the 3GPP specification, no longer exclusively) based on

IPv6. Earlier versions of the specification cleddgcribed it with IPv6 mandatory and IPv4 support
2LIA2YyFEd LG KFa y2¢6 0SSy NBg2-dMREGFGwasstllbdsdeqcdd Y2aild |
two parallel infrastructures (circuit switched and packet switchedEs packet switchednlyo & ! §.d Lt
¢CKSNB INB I ¥S¢ RSLI2eYSyia 2F [¢9 6a2YS 2F gKAOK

4G systems (now being desighedmplete the transition to all IP and even higher speed wireless
transports Theywill usean altP infrastructurdor both wired and wirelessrhespecification fodG

claims peak downlink rates of at least 100 MBit/sec, and uplink of at least 50 Mb#/Seequires a

oflaté IPinfrastructure(no NAT,)which can only be accomplished with IPN®8/4 address space

depletion will happen beforeélG is rolled outso IPv4 is not even an optioPTV is a key part of 4G,

which requires fully functional multicast, scalable to very large customer bases. That also requires IPv6.
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So, clearlyi KS  ¢N&GN @ n6ving more armdore towardsIPv6 in the near future, but current
deployments are still mostly IPvdowever NGN is just as cleanhpt the Second Internet described in
this book.You might say that NGN (once it reaches 4G) will be just anotieeof the majoapplicatons
hostedon the Second Internet.

Therewill bemuchmoreto the Second Internet than just telephony, including most broadcast
entertainment, exciting new possibilities for neelephonic communication paradigmfully
decentralizednstant messagingnd peer-to-peer collaboratiol, smart building sensor and control
systems, and ubiquitous connectivity in essentially all consumer electronics, including MP3 players,
electronic book readers, cameras and personal health monitoring. It will also impachatite design
Sewww.carto-carorgF 2 NJ 42YS SEOAGAY3I ySg O2yOSLIia Ay a022L
that depend heavily on IPv6 concepts suclNaswvorks in Motion (NEMO, RFC 3968) adhoc

networks. In factpnly IPv6 is being used indfr designs, although it is a slightly modified version of IPv6
that is missing some common functionality such as Duplicate Address Detection. Their modified IPv6
runs on top of a new, somewhanusualLink Layer called the C2C Communication Netwehichitself

is built on top of IEEE 802.11p, also known as WAVE (Wireless Access in Vehicular Environments).

1.6.2¢ Isinternet2the Second Interne?

Internet2is an advancedcademic and industriglonsortiumled by the research anddecation
community, including over 200 higher education instituti@msl the research departments of a number
of large corporationsThey have deployed a wordde research network callethe Internet2 Network
While IPv6 is definitely being used on théernet2 network, their scope goes well beyond IPv6, in such
areas as network performance. The first part of the Internet2 network (caélélng was built in 1998,
running at 10Gbit/se¢even over WAN links).Wtas associated with the National Lada Rail (NLR)

project for some time. Internet2 and NLR have since split and moved foal@ndtwo different paths.
Today, most links in the global Internet2 network are running at 100Gbit/sec. This is over 1000 times
faster than typical WAN links used by mragorporations today. It is even 10 to 100 times faster than
state of the artLANs

Internet2 also features advanced research into secure identity and access management tools, on
demand creation and scheduling of highndwidth, highperformance circuitslayer 2 VPNs and
dynamiccircuit networks (DCNSs).

A recent survey of Internet2 sites showed that ongnaall percentagef them haveeven basic IPv6
functionality deployed, such as IPv6 DN®&)aél or VolP over IPv6.

Essentially Internet2 is priméyiconcerned more with extreme higénd performance (100Gbit/sec and
up), and very advanced networking concepts not likely to be used invwadd systems for decades.
Although they do profess support for IPv6, they haveaguressivelgeployed it, andt is definitely not
central to theirefforts. They are doing little or no workn IPv6 itself, or in new commercial applications
based on IPv6. | guess those areas are not very exciting to academicians.

The real worldsecond Interndtam writing aboutn this book will be built primarily with equipment that
mostly has the same performance as current First Internet sites (no more than 100Mbit/sec on WAN
links for some time to come, and only that high in advanced countries). In much of the world today
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1.5Mbit/sec to 10Mbit/sec is considered good. Maybe 100Gbit/sec will be widely deployed by 2030 to
2040, but ultra higlperformanceis not necessary to provide the revolutionary benefits described in this
book.To give you an idea, Standard Definition (SDiefuires about 2Mbit/sec bandwidth per channel,
and High Definition (HD) TV requires about 7 to 10 MBit/sec bandwidtkipeltaneously viewed
channel. That is about the most bandwidth intensive application you will likeljos@eeost usergor

some timeto come. Voice only requires about 8 to 64 Kbit/sec for good quality. In Japan and Korea
today, home Internet accounts typically have about 50 to 100 Mbit/sec performance. In my hotel room
in Tokyo recently, | measured 42 Mbit/sec throughput. That is ghdar almost any use today. Most
userswould be really challenged to make effective use of 100 Gbhit/sec bandwidth, even in companies.
With that bandwidth you could download the entire Encyclopedia Britannica in just a few seconds
(including images), or antire BluRay movie (about 25 GBytes averaggin about 2 seconds.

The necessary equipment and applicatidmsthe Second Internetan in many cases be created with
software or firmware upgrades (except for older and {emd devices that dd2have enough RAM or

ROM to handle the more complex software, and in high end telco and ISP products that include
hardware acceleration). If you look at tpeoductscreated by my companyvwvw.infoweapons.cofy

you will see what | think are some of the most im@ortcomponentshat are needed to build the

Second Internet: a dual stack DNS/DHCP appliance, a dual stack firewall with 6in4 tunneling, and a dual
stack VolP server (IP PBXE will soon be releasing a dual stack network monitoring appliance as well.

The main technical advantages of the Second Internet will not be higher bandwidth, but the vastly larger
address space, the restoration of the flat address space (elimination of NAT), and the general availability
of working multicast. All of these are madegsible by migration to IPv6, which involves insignificant

costs compared to supporting 100Gbit/sec WAN liflerhaps generally available WAN bandwidth in

that range will be what characterizes tidird Internet

You can find out more about Internet2 dimeir homepagehttp://www.internet2.edu.

So, Internet2 (despite the name)rist the Second Internet | am writing about. Internet2 is primarily an
academic exercise that will not bear fruit for many decadlgbatthey are doings very importanin

the long run but it does not addressand will not solvethe really major problems facing the First
Internet today.The Second Internet is being rolled out today, and will be largely functional before the
last IPv4 address is givent by the RIRgrobably ®metime in 2011 That event will mark the end of

the First(IP4only) Internet.

1.6.3¢ IsWeb 2.0the Second Internet?

CANRGX AT @&2dz GKAY] GKIG GKS GSNya a22NIR 2ARS 28
worldviewbit Ay GKS &lYS gFe& GKFIG /2LISNYAOdza RAR F2NJ LI
YAR Mpnnad ¢KS &2 2 NbnRseride &t ruds®d & mushdargérmbrk édmnbleik &

thing which is called thinternet The web is a simpldientserversystembasedon HTTP (HyperText

Transfer Protocol) and HTML (HyperText Markup Language). Due to extremely serious limitations and
inefficiencies of these standards, both have been enhanced and extended numerous times. The result is

still not particularly éegant to real network software desigresr engineers, but it haslearlyhad a

major impact on the world. The technology of the web was a refinement and convergence of several

ideas and technologies that were in use before HTML and HTTP were creaiedbBgriiersLee in the
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late 1980s, at CERRut there is lot to the Internet beyond the web-feail, instant messaging, video
conferencing, VolIP, file transfer, P2P, VPNs, IPTV, etc). There are thousands of Internet protocols, of
which the web usetwvo (HTP and HTTPS)

HyperText WAIS/SGML and Gopher

The terms HyperText and HyperMedia were coined by Ted Nelson in 1965, at Brown University. These
terms referred to online text documents (or rich media, including pictures, sound, and other media
content) tha containedlinksthat allowed building paths from any word or phrase in the document to
other parts of the same document, or parts of other documents that were also online. In August 1987,
Apple Computer released the first commercial HyperText basedcatiph, called HyperCard, for the
Macintosh. There were already document storage and retrieval systems on the early Internet, such as
WAIS (Wide Area Information Server). WAIS was based on the ANSI Z239.50:1988 standard, and was
developed in the late 19803y a group of companies including Thinking Machines, Apple Computer,
Dow Jones and KPMG Peat Marwick. As with the web, there were both WAIS servers and clients. A later
version of WAIS was based on ANSI Z39.50:1992, which included SGML (Standard @dviarklipe
Language, ISO 8879:1986) for more professional looking documents. There was another Internet
application called Gopher (University of Minnesota, circa 1991) that could distribute, search for, and
retrieve documents. Gopher was also primarily teased, and imposed a very strict hierarchical

structure on information.

HTMLand HTTP

Tim Bernerd_ee combined these three concepts (HyperText, WAIS/SGML and Gopher document

retrieval) to create HTTP and HTML. HTML was a veaeyedadown and limited markup language

compared to SGML. SGML is capable of created highly sophistipatéessional lookingooks.IN

O2YLI NRAaz2ys I c¢ca[ lfft26a OSNE fAYAGSR O2yUGNRf 20SN
screenHTTP waa very simple protocol designed to serve HTML documenitsItoP client programs
calledwebbrowsers A basic HTTP server can be written in one afternoon, and consists of about half a

L3S 2F GKS / LINPINFYYAY3I I y3Iafr@Stwithasteh8ardR2y S A (X
browser).Thefirst browser (Lynx, 1992) was very limited (text only, but including hypertext links). In

1993, at the National Center for Supercomputing Applications (NCSA) at the University of lllinois, the

first Mosaic web browar was created (running on X Windows in UNIX). Because it was created for use

on X Windows (a platform with good support for computer graphics), many graphics capabilities were

added. With the release of web browsers for PC and Macintosh, the numbenefsevent from 500 in

1993 to 10,000 in 1994. TWgorld Wide Welhas since grown to millions of servers and many versions

of the web client (Internet Explorer, Mozilla Firefox, Safari, OggnapmeS 1 OO0 @ L1 Qa 0SSy a2z
that a lot of peopldodaythink that the World Wide Wels the Internet.

Web 2.0

The termWeb 2.0was first coined by Darcy DiNucci in 1999, in a magazine article. The current usage
RFGSa FTNRY Lty lyydadft O2yFSNByOS ddahdiunbySEnl y Ay HAN
hQwSAfte 626ySNI 2F hQwSAtfte aSRAII LJzfAaKSNI 2F Y

Many of the promoters of the term Web 2.0 characterize what came before (which thayehlll.Q as
0SAY3 Ga2S06 & LYT2N)¥I GA 2efhndlogiegNiorSas RHP2 Raildy, CaldFasioh, & 0 | &
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Asynchronous Ja®cript, XML, Ajax, Adobe Flash and Adobe Flex. Typical Web 2.0 applications are the

Wikio ' YR G KS ¢ 2 NI RWikipedigh Hogghg sites2sacialin@woikikgSites MezeBook

video publishing sites likéouTube photographic snapshot publishing sites Ifkiekr, Google Mapsetc.

Andrew Keen (Britishmerican entrepreneur and author) claims that Web 2.0 has created a cult of

digital narcissism and amatdsm, which undermines the very notion of expertise. It all@angone

anywhereto share their own opinions and content, regardless of their talent, knowledge, credentials, or
oAlLad® LG Aa aONBIGAY3 |y SyRf SaalcoRmehtary, briseelg NBa G 2
K2YS @ARS2a> SYOoFNN})aaAy3dte FYFIiSdaNRAK YdzaAi O dzy N
GKFG 2A1ALISRALF A& FdzZAf 2F aYAadli1Sasz KI £ Ftoal NHzi K &
easy for the mass public to giwipate. TimBernerf SSQ&a G111 1S 2y 2SS0 uHodnx A&
2 NH2yéd LY GKS FAYySad GNIRAGAZ2Y 2F 2S00 nHon (GKSa
Web 2.0, probably include some mistakes, ttialths and misunderstandings

K
S

Basically, Web 2.0 does not introduce any revolutionary new technology or protocols; it is more a
refinement of what was already being done on the web, in combination with a new emphasis -on end
users becoming not just passive consumers, but also pradudfeveb content. The Second Internet will
actually help make Web 2.0 work better, as it removes the barriers that have existed in the First Internet
since the introduction of NAT to anyone becoming a producer of content. If anything, on the Second
Internet, these trends will be taken even further by decentralizing things. There will be no need for
centralized sites like YouTube or Flickr to publish your content, just more sophisticated search engines
or directories that will allow people to locate contethiat will be scattered all over the world. Perhaps

that will be the characterizing feature web 3.

2S00 Hdn A& | NBFffte YAY2NI 0KAy3 O2YLI NBR G2 (GKS {
evolutionary development abneof the major sevices (théNorld Wide Wepout of perhaps a dozen

that the Second Internet will be capable of hosting. These include global telephony, newer forms of
communication like decentralized instant messaging, major new Peer to Peer applications (not just file
shaing), global broadcast entertainment via multicast IPTV, connectivity between essentially all

consumer electronic products, personal healthcare sensor nets, smart building sensor nets, etc.

1.7 ¢ Whatever Happened to IPv5

Twoofthecy Y2y ljdzSaidAz2ya LIS2LX S al 6KSy (GKS& aidl NI NE
afterlPvE g Ke A alpvKianda® KO Hif (K$ RILIBYBr&edSNRAREE 2F Lt KE

There is a four bit field iaverylPpacketheader that contains thé& version number in binary. In IPv4,

that field contains the binary value 0100 (4 in decimal) in every packet. An earlier protocol (defined in

WC/ MMpnI GOELISNAYSyYyGFt LydaN}ESH h{QiiNSNI t MRdin200 2dF85S
pattern 0101(5 in decimal) in the IP version field of the packet header. The Internet Stream Protocol

gl a y24d NBFffte | NBLXIOSYSyld F2NJ Lt @n> YR AayQi
0101 was allocated to it. The next available bit pattern wlEEXbinary (6 in decimal). It would be even

more embarrassing than explaining that there was no IPv5, to explain why the IP Version Number field

for IPv5 contained the value 6. Now you know.
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So what did happen to IPv1, IPv2 and IPVWA:Il, TCP went through three versions (including all the
functionality of IP) before IP was split out into a separate protocol in RFC 791. So, IP began its
independent existence atersion 4(kind of like Windows NT starting life at version 3.1).

No protocols calledPvl, IPv2, IPv3 or IPV5 ever existBgddwas the first release of the Internet
Protocol(1G Internet) andIPv6is the second releag@G Internet) Hence my name fdhe Internet
based ont: the Second Internet

There have been rmors about arlPv9protocol in China. A Venture Capital fimHong Kongctually

FAa1SR YS AT / KAYl ¢61a& ftNBIFIRe GKFG FFENIFKSFER 27F @
their version? It seems some researcher in a university there published.J- LISNJ & ¥ b gzl a A 6 Odl
YS@BSNI AYLIE SYSYGSRE yR glFayQd | NBLIIFOSYSyid F2NJL
digit decimal phone numbers in a modified DNS implementation instead of alphanumeric domain

names, for alhodes on the Internet. | guess if you speak only Chinese, a 10 digit numeric string may

seem easier to use than an English domain name using Latin characters. Fortunately for Chinese

speakers, we will soon haveternationalized Domaiamesin Chinese iad other languages.

Actualyy G KSNB Aa | NBIFf wC/ Fo62dzi Lt OpX oKAOK &2dz YA
t SNAELISOGABS hy ¢KS ! ar3S 2F Lt *=SNBAZ2Y ¢éz ! LINRAf
and is much funnier. ThisRB@nep 2 NJ Sy 3IAYySSNDa Sl dzA Odafashgelil G2 |y A
once saw, concerninglagic gate (circuitp I £ f S'R 6rS davt (i S éadh YCAKEAFANJI 3k 20 Sa 2AND 3 |
JFrGSaylFyRRIBGSEaE D ¢ KSNBE 6 SNB ( g@hichopulddzéilegicO@ (G KS Y
logic 1. The outpuvasémaybe 1, m&d 6 S né X Al I £ f R Sl dénPlessy K26 (KS

notice the release date of RFC 1606.

18¢c[ $GQa 9fAYAYIGS (GKS aARRES aly

One of the things that the Second Internet does bettean anything iglisintermediation Just as enalil

eliminated the need for a central Post Office, the features of the Second Internet will eliminate the need

for many existing centralized organizations and services. With @eeahtralized endo-end
O2yySOGAGAGE Y2RSt:X GKSNB A& y2 ySSR FT2N) G¢2 dza SN
Messenger Service) in order to chat with each other. They will simply connect directly to each other.

¢ KIF0Qa KI Nbecailse of RRT. 1 2 Rl & X

The restoration of the original (piAT) flat address space, and the plethora of addresses will allow

anyone or anything to connect directly to anyone oraimytf2 y G KS { SO2yR LY GSNYySio
verydifferent onlineworld. Many business models will go by the way, and many new ones will explode

on the scene and make some new entrepreneurs very wealthy. Someone will need to provide

centralized directory and presence servers that will let people locate each other, so thatahey

connect directly to each other.

A number of years ago, a gentleman in my previous home town of Atl@#argia (home to Cokaola,

and UPS) had a small UHF TV station (WTBS, Channel 17) that mostly broadcast old movies and Atlanta

Braves baseball, botbf which he loved. He was one of the first people to realize that he could relay his

¢+ adlrdAz2yQa aArdaylt GHaNdRay3deliled GOiNGYIEQ 32 YFRONT F2(yE & (3 S
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Iy ( S yayid tletest is history. The man was Ted Turner, @bright idea created the Turner
Broadcast System (TBS), which along the way produced CNN, CNN Headline News, Cartoon Network,
Turner Network Television (TNT), and many other things. His success allowedduiytite Braves

baseball team, and the entifdm library of MGM (not to mention a famous starlet wiometimes also

OF £ £ SR ). Whér2hk begén yelyéing his Channel 17 signal, his viewership went from maybe
10,000 to 10,000,000 virtually overnigfthat was a world changing insight.

Somebright entrepreneur is going to realize that global multicast IRTtKle same kind of opportunity.
Wonder what he (or she) will create with the wealth thereby generated? What country will they be
FNRYK LQY o6SiGAy3 LYRAIO®

| did warn you that this isavolutionary, highly disruptiveechnology. However, with great disruption
comes great opportunity.

1.9¢ Why Am | the One Writing This Bookst Who Do | Think | Am, Anyway?

| have been personally involved in helping crdatg) R RSLX 28 (GKS {SO2yR LYyGSNYyS
spoken at IPv6 summits around the world, including Beijing, Seoul, Kuala Lumpur, Manila, Taipei,

Potsdam and Washington D.C. | have so far invested 8 years of my life and about $7M of my own

personal fund fvhich camdrom selling a previous Internet based venture called CipherTrust where |

was cofounder). | have relocated myself and my family from the United States to Asia to be where the

action is(in these early dayghe Second Internet reallg somewhat of andAsian thing, but soon

enough it will be worldwidep L Q@S odzAt G | O2YLIl ye GKIFG y246 KFa &A
expertise, and already three critical products needed to build networks for the Second Internet (with

two more productaunderway). We have recently been certified as one of the six official IPv6 Ready
G§SaidAy3 OSYyiSNBR Ay (KS ¢g2NIR® ¢KAA A& o0& TFIN (KS

Now, have | gotten your attention@reatcy 2 6 f S Q& S EhelBezdNdinte@nerasiall apokitt (i
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Chapter 2 z History of Computer Networks Up to TCP/IPv4

A long time ago (in a Galaxy not too far away), people started connecting computers together. A few

brave souls tried to do this with dialp 1200 baud modems ovehone lines. Pioneers brought up

Bulletin Board Systen{snessage boards that one person at a time could dial into and exchange short
messages, and later small files, with each other). | brought up &8 in the worldniAtlanta, about

1977, using code from the original CBBS in Chicago (created by Ward Christensen and Randy Suess) and
a modem donated by my friend Dennis Hayes (of Hayes Microcomputer Products). Later there were
thousands of online Bulletin Board Systewmispver the world. Soon there followed commercial
GAYTF2NXYI GA2Yy dzi A and e Saue (oAKIAO K/ 2GCINER{ SMAS IAFyd . . {
features. Tens of thousands of users could connect to these sinadtesly. It was like the first crude
approximation to the Internet of today, based on circuit switched connections over telephone lines.
Everything was text oriented (negraphical) and very slow. 1200 bits/sec was typical at first, although

later modems vth speeds of 2400 bits/sec, 9600 bits/sec, 14.4KB/sec, 28.8KB/sec and finally 56KB/sec
were developed and came into widespread use. Later these modems were primarily used to dial into an
ISP to connect to the Internet, and some people are still using théway.

2.1¢ Real Computer Networking

While home computer users were playing around with modema bulletin board systemshe big
O2YLJzi SN O2YLI yASa ¢SNB g2NJAy3d 2y glea (G2 0O02yySO
much more complex softare.

2.1.1¢ Ethernet and Token Ring

Much of this was based on Ethernethich was created by a team at Xerox PARC led by Robert Metcalf

between 1973 and 1975. The first specification (1976) ran at 3 Miitfgletcalf left PARC in 1979 to

create 3com and create commercial products based on Ethernet. Working together with DEC, Intel and

- SNRE 60KSyOS (KS a5L-¢ aiGlyRFENROZ o002Y NBtSIasSR i
Ethernet was standarded in 1980 by the IEEE (Institute for Electrical and Electronic Engineers) as 802.3.

Early versions ran on 10base2 (a small diameter coax cable) or 10base5 (a larger diameter coax cable).
¢tKSaS dzZASR | avYdz GARNERLXE I NDHKabiliiypoOhiedzdB/Eh thd KA OK 4| &
AYGNRRAzOGAZ2Y 2F GKS &AAYLI SNI (2 ¢éRJUIAIMz YR Wil yLIF ANE
OroftSa oly2s6y a mMnoladS¢csE YAR mMopynaos SIAER & RIONJIEF N
area networks really took off. Today, virtually all Ethernet networks use twistedqajrer wire(up to

gigabit speed) or fiber optic cable (for higher speed and longer runs). | helped deploy a 10base2 coax

Ethernet network in Hong Kong in @9 rust me, twisted pair cabling ida@ easier.

L.a F2NJ Ylye& @SINA LlzZaKSR I O2YLISGAYy3 £LI0ELNCING |
standardized as IEEE 802.5). Token Ring was available in 4 Mbit/sec and 16 Mbitieas.\eater, a

100 Mbit/sec version was created, but by then Ethernet dominated the market and Token Ring quietly
disappeared. FDMFiber Distributed Data Interfagstill in use today is based on thaken ring concept.
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2.1.2¢ Network Software

Network software quickly evolved once Ethernet and Token Ring hardware became available. One of the
YAy 321 fa ¢la 2 aKARS:d (KS RATFSNBYyOSa o0SiGsSSy
Ring,Wireless, etc) from the higher level software. This led to the multiple layers of the network stack.

The bottom layer is very hardware specific, and the upper layers introduce more and more hardware
independence, so that applications can be written oncel eun over any hardware transport.

Digital Equipment was one of the first to create networking software with DECI9ES). IBM had

System Network ArchitecturéSNA, 1974). Xerox created the PARC Ural/Backet protocalPUP, late

TNQav 6KAOK S@Syilda tte S@H2tbPSIR SAWER ySIINRED U Sl a2 Ny
Center). XNS was the basis for the later Banya8%in b SG 62 NJ] h{ X oFaSR 2y G+AyS
incompatible with IPv4 from TCP/IP). Banyan Vines included the first network directory service, called
G{GNBSGCECFE1eéd - b{ Ffaz (FPXEPXi1E83), whickkrtually FdeNitsoendSt t b
Netware Directory Services (NDS, 1993). NetWare did not fully support TCP/IP until 1998, which allowed
Microsoft (who supported TCP/IP first) to take over leadership in personal computing networks.

Microsoft worked with 3com to eate their own network OS, called LAN Manager. It used SMB (Server
Message Blogkprotocol on top of either NBF (NetBIOS Frames Protocol) or modified XNS. In 1990,

Microsoft added support for TCP/IP as an alternate protocall(Manager 2.0). With the release of

Windows NT Advanced Server in 1993, Microsoft finally phased out LAN Manager. By Windows NT v3.51
(May 1995) Microsoft encouraged users to depboyy TCP/IPfouré S| NB | KSFR 2F b2@St f ¢
TCP/IP). This leaiite allowed Microsoft to take over leadership in personal computer networks from

Novell. Microsoft introduced their version of network directory services in Windows Server 2000, now
1y26y a ! OGAQGS 5ANBOG2NE® ¢ KSadAaf. S LINRPRI 2t ONIM Y (&SINU £ {f K
protocol (now layered on TCP/linstead of NetBIOS or XNSi). @pen Source implementation of this is

available as SAMBA.

2.2¢ The Beginnings of the Internet (ARPANET

While all this commercial activity wayoing on, the U.S. Military (at their Advanced Research Projects
Agency, or ARPA), with the help of Bolt, Beranek and Newman (BBN) and Mitre, were designing a new,
decentralized communication system based on packet switching. Existing communicationssyste
(telephone, radio, etc) wereentralized and hence subject to being completely disabled due to the

failure or loss of a few central nodes. Packet switched networks were lidgbhgntralizedand had a
fascinating new property, which is that you coudé large parts of a network, and the remaining parts
would still work (assuming at least some links connected the working parts).

The first network protocol developed as part of ARPAN&S called the 1822 protocol (named after

BBN reportl822), and was implemented by a Network Control Program, so the protocol was often

referred to as NCPThe first email was sent over NCP in 1971, and the File Transfer Protocol followed

AY MpTOod® hy WY MI ™Mby dofisidly kdvillg oRy TER/IPVE onlttie interadt. &  { dzN.
You might think of the NCP era as phase 1 of the First Internet, with the IPv4 era being phase 2 of the

First Internet. Otherwise the new Internet based on TCP/IPv6 will be THIRD Internet. Fortuhately, t

is no need for a flag day to go from TCP/IPv4 to TCP/IPv6, as theyeastdand probably will for

perhaps 5 to 10 years).
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In May 1974, Vint Cedind Bob KahiNB f S a SR GKS LJ LISNJ @k t NRPG202f F2N
LYGSNO2yySOiA2yeéd ¢KA&d RSAONAOGSR | Y2y2ft AGKAO LINE
modern TCP and IPv4. Later John Postel was instrumental in splitting apart TCP and IP as we know them
G2RIF&® Ayl / SNF A& ofiERIPE OFyRbBeAPRGSENSGRIistiakGogte. He K S NJ
understands very well the problems with the current implementation of TCP/IPv4 (and why these things

were done). He advocates for users to migrate to TCP/IPv6, which rekisresginal concept of a flat

address space (no NAT), where any node can connect directly to any other node.

L¥ @2d2QR fA1S G2 NBFIR |62dz2i GKS ONBIFrGA2Y 2F GKS
UpLatY ¢KS hNAIAYyE 2F GKS LYGSNySiés o6& YIFIGAS 11Ty
those of us creating the Second Internet, as we facing some of the same problems they did. Only this
GAYS I NRdzyRX 6SQ@S 3 2and staghyériNg investindnts in haddyvard acdd | O& dza S N.
software) toworry abouth y G KS 20KSNJ KI' yRY ¢SQ@S 3J2G GKNBS RSOl
TCP/IPv4 to draw upon.

m O

Higher level software protocols were built on top of the TCP atayl?s O f fC8 Rl AG2IyLILIONAR (i 2 O 2
such as SMTP (forreail), FTP (for file transfer) and Telnet (for terminal emulation) and more recently
HTTRused in the Wehland SIP& RTP (used in VolIP). The resulting suite of protocols became known for

its two most important proteols, TCP and IP, or TCP/IP.

2.2.1¢c UNIX

About this time (1973), Bell Labs (a research group within AT&T) created an interesting new operating

system (calledPWBbL -0 YR | ySg fFy3dz3S o0Ay ogkKhaOK ! bL- &
1958 consent decree, AT&T as a regulated monopoly was not allowed to market or sell UNIX

commercially. They licensed it (complete with source code) to a number of universitiesf (iese

was the University of California at Berkeley (also famoubdorg the center of communist student

activities at the time). The team at UCB extended UNIX in several very important ways such as adding

Virtual Memory. They also integrated the new network protocol from ARPA as the first commercial
implementationof TEk Lt @ ¢lé&ySystem Sidddbuticn 2F ! bL- 06SOFYS | YIAYy
time, they rewrote most of it and wanted to release it for free. AT&T sued them in court, and it seems

Y2ald 2F (KS SEARAH Slac R GAaIRR S RO | OhGdzZ tte 0SSy 6|
that if UCB rewrote the remaining 10% or so (so there was zero original AT&T code), they could release

that. That rewrite became 386BSD, the starting point for FreeBSD (the first Open Speratng

system). Interestingly enough, FreeB&D & OK2aSy o0& WI LI yQa Y! a9 LINR2SO
OGKS AONBFSNBYyOS¢ AYLIXSYSyillFrdAz2yov 2F Fy Lt @c ail O}
commercial TCP/IPv4 ptementation.

UNIX and TCP/IP became very popular on college campuses, and with high end workstation vendors,
such as Sun, Silicon Graphics and Intergraph. Personal computers were not powerful enough to run
UNIX until the Intel 386, at which point UCBtpdrthe BSD version to the 386. However, as
documented above, most personal computer networking was already moving to TCP/IPv4.

2.2.2¢ Open System Interconne¢OS)
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While all of this was going on, If@e International Organization for Standardization) in Europe was

creating a very thoroughly engineered suite of network protocols called Open System Interconnect
Oh{LOX 2NJ Y2NB TFT2NXIffeé>X - dunn O6Wdz & modaroned ¢ KA a
FNRY 6¢/tklLt A& NDBwhiththas caused o 2mizNcdnfusios adbng YoRirig Setwork
engineers). At one point the U.S. government decided to offffjciéalopt OSI for its networking (this was

called GOSIP, or Government Open Systems Interconnection Pdefileed in FIPS 148 1990).

Unfortunately, OSI was really more of an academic specditatiot a real working network system, like
TCP/IRvagd ! FGSNJ YIyeé &@SIFNBRXI Dh{Lt ¢6la FTAYylLfte& [o6lyR2Yy
f S3IFO0e KIFa KAYRSNBR (KS | R2LIGIERY{ 2tF tLIit MIc-Mallé Gid&S- P
and X.500 dectory systems were built on top of OSI, and will not run on TCP/IP without substantial
compatibility layers. One small part of X.500 (called X.509) was the source of digital certificates and

Public Key Infrastructure, still used today. LDAP was an pttentreate an X.500ke directory system

F2NJ ¢/ tklLt o0FaSR ySig2Nlad ¢KFEiQa Fo2dzi Ftft GKIFG
Computer Science textbooks and Cisco Press books.

2.2.3¢ EMail Standardization

By this time, essentiallylatomputer vendors had standardized on TCP/IP, but there were still a lot of

competing standards for-a I A f = Ay Of dzR Aayl3A falh NR@ERIFABQ A0 G al Af = | yF
Internet folks used a much simplemeail standard called SMTP (Simple Mail TiemBrotocol). It first

became the connecting backbone between variotdadl products (everyone had theirMail to SMTP

gateways, so users could exchange messages across organizations). Soon, everyone started using SMTP
(together with POP3 and later IMARI the way to the endiser. Today virtually alF®lail worldwide is

based on SMTP and TCP/IP.

2.2.4¢ Evolution of the World Wide Web

Several other Internet applications evolved, including WAIS (Wide Area Information Server, for storing
and retrievirg documents) and Archie (the very first search engine). In turn, these efforts were merged
with the idea of HyperText (documents with md#ivel links) and evolved into HTML (HyperText

Markup Language) and HTTP (HyperText Transfer Protocol). The WaeliMalidwvas off and running.

The first web browser and web server were created at the National Center for Supercomputing
Applications (NCSA) at the University of lllinois, UrB@hampaign campus. The people that created
those software projects (primarily Ma Andreesseiand Eric Binawere soon hired by Jim Cladne of

the founders of Silicon Graphics, to start NetScape of the most successful companies in the First
Internet. They created a new and more powerful web server (NetScape Web Server) and web browser
(NetScape Navigator). Interestingly enough, the original browser created by Andreessen at NCSA later
0SOFYS (KS aiGlFNIAYy3 LRAYy(HG FTewsdraAONRaz2FiQa LYGSNYS

2.3¢ And That Brings Us Up to Today
That pretty much brings us up to the present day where the entire world has standardized on TCP/IPv4

protocols for both LANs (Local Area Networks) and WANs (Wide Area Networks). MPLS is not a
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competitor to TCRP, it is one more alternative at thieink layer, peer to Ethernet and WiFi. More and

more companies and organizations built TCP/IP networks and connected them together to create the
LYGSNySatdo al22N) G4§St 02a LINE @A RGpRecasdskrick GayKddwn 8s! b 02
ISPs or Internet Service Providers). As the number of users (and the amount of traffic) on the Internet

grew enormously, Internet Exchange Points were created around the world. These are places where ISPs
connect to each otheso that traffic from a user of any provider can reach users of any other provider,
worldwide.
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Chapter 3 z Review of TCP/IPv4

This chapter is a brief review of TCP/IPt foundation of the First Internettspurpose is to help you

understand what is new and different in TCP/IPv6. It is not intended to be comprehensive. There are

many great books listed in the bibliography if you wish to understand TCP/IPv4 at a deeper level. The

reason it is relevant is becse the design of IPv6 is based heavilytat of IPv4. First, IPv4 can be

considered one of the great achievements in IT history, based on its worldwide success, so it was a good
Y2RSt (G2 O2L® FTNRY® {SO2yRI UGUKSNBENPENBKSESHERHZY RI dz
IPv66 I & O2 Y LX SThé&se iNBlvetkallyp&irfubmigration and interoperability issues. You

need to understand what the strengths and weaknesses of IPv4 are to see why IPv6 evolved the way it

did. Youcanthinkof IPv6asLt @dn 2y &a0SNRARA¢LI gKAOK GF{1Sa Ayidz
way we do networking today, and fixing problems that were encountered in the first 27 years of the

Internet, as network bandwidth and number of nodes increased exponentially.révéoing things over

networks today thamo onecould have foreseen a quarter of a century ago, no matter how visionary

they were.

3.1¢ Network Hardware

There are many types of hardware devices used to construct an Ethernet network running TCP/IP
protocols. These include nodes, NICs, cables, hubs, switches, routers and firewalls.

Anode(sometimes called host) isa device (usually a computer) that can do processing and has some
kind of physical connection (wired or wiesk) to a network. Examples of nodes are: desktop computers,
notebook computersnetbooks, smart phonesmart switches, routers, network printers, network

aware appliancesand so on. A node could be as simple as a tatpre sensor, with no display amib
keyboard, just a connection to a network. It could possibly have a management interface accessed via
the network (e.g. with Telnet, SSH or web). All nodes on a network must have at least one IP address
(per interface)lf a node has multiple interfaces connected to different networks, and the ability to
forward packets between them, then itéslleda gateway Routers and firewalls are special types of
gateways that can forward packets across netwakg or control traffic in various ways. Gateways

make it possible to builthternetworks They are described in more detail undlév4 Routingn this

chapter.

ANIC(or Network Interface Cajds the physical interface that connects a node to a network. It may also

be called arEthernet adapterlt should have a female &3 connector on it (or possibly coax or fiber

optic connector). Itcouldbe anactualagfd t / L OF NR® L O2dz R 6S AydS3INI
motherboard. It could also be a something that makes a wireless connection to a network, usting Wi

WIMAX or other standard. Typically all NICs have a globally uniquewiradiMAC addres@8 bits

long, assigned by the manufacturer). A node can have one or more NICs (alsitatfade9. Each

interface can be assigned one or more IP addresses, and various other relevant network configuration

items, such as the address of thefalalt gateway and the addresses of the DNS servers.

Network cablesoday are typicallynshielded twisted paitUTP) cables that actually hafeur pairs of
plastic coatedvires, with each paiforming a twisted coil. They haw345 male connectors on each
end. They could also be fiber optic cabi@svery high speed or long run connections. Often today,
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professional contractors install UTP cables through the walls, and bring them together at a central

location (sometimes called the&iring close} where they are connected together to form a star network.

Cables typically are limited to 100 meters or less in length, but the maximum acceptable length is a

factor of several things, such as network speed aafileedesiy @ a2 RSNY O ®€S &2 NNF G SR
G/ ' ¢p9é IINE I2280Bz2LB KR & OlcaEd FaNdBONIARSR 1dalJ ai/2! ¢ I A 3
speed, yowshould be usindjber optic cables. It is also possible for twisted pair cables to be shidlded i

required to prevent interference from (or with) other devices.

Anetwork hubis a device that connects multiple cables together so that any packet transmitted by a

node connected to that hub is replicated to all the other nodesnemted to the hub. It typically has a

bunch of female R45 connectors in parallel. In effect it ties together the network cables plugged into it

into a star network. Hubs have a speed rating, based on what speed Ethernet they support. Older hubs

might beonly 10 Mbit/sec. More recent ones might be 10/100, which means they support both 10
a0oAlkaSO YR mMnn a oéA0ldk ALSFO 86220k KA GASA (p  9yli2kRSNE Soil = . S/ 3
with a hub, and node Bendsa packet tonodeD, all nodes, including, £ and E will see the traffic. The

nodes not involved in the transactionill typically justignoreit. This dropping of packets not addressed

to a nodeis often done by the hardware in the NIC, so that it never interrupts thevaoé driver. Many

NICs have the ability to be configuredoiomiscuous moda/Nhen in this mode, they will accept packets

(and make them available to any network application) whether those packets are addressed to this node

or not. If this mode is selected, the dropping of packets not addressed to you must be done in software.
However sometime yowant to see all traffic on the subnet. For instance, this would be useful with

Intrusion Detection, for diagnostic troubleshooting, or tollecting network statistics. Hubs come in

various sizes, from 4 ports up to 48 ports, and can even be coupled with other hubs to make large
yStig2N] daol Oloz2ySae¢d ,2dz Oty Ffaz2 KIFI@S | KASNI NDK
company aatally connect in to a larger (and typically faster) central hub. Actually, hubs are quite rare

today, most such devices today are actualljtches

Anetwork switchis similar to a network hub, but has some control logic inat thmits traffic to go out

only ports that have nodes thaire involved in a transmissioAgain, say you have a switch with cables

going tonodes A,B,C,D and E. If B sends a packet to D, that packet will not be seen on the ports to which
A, C and E armnnected. This holds down excessive traffic that would normally just be dropped

anyway, and can help prevent broadcast storms. It also provides a small degree of privacy, even if
someone enables their NIC in promiscuous mode. In order to do this, switalsssnoop on the MAC
addresses of packets and maintain tables of MAC addresses. Most switches are oblivious to IP addresses
¢ they work only with MAC addressd3ecause of this, they atP version agnostid his means they will

carry IPv4 or IPv6 traff(or even other kinds of Ethernet traffic), so long as it uses MAC addresses.

If you are using a switch, but one of your connected nodes rdadigwant to see all traffic on a

network segment, some switches havenaror portfunction that will still allow all traffic from the

entire switch to be copied to ongort, to which you connect the node that wartb monitor all traffic.

Typically this must be configured, which requires a management interface of some kind. If you

configured&d f LR NIa 2y | aA¢A00K G2 OG0 Fa aYANNRBNI LR NI A&
switches come in various speeds, from 10 Mbit/sec up to 1000 Mbit/sec (Gigabit). They also come in
aAT1Sa FNRBY n LERNIAE& dzZ) (2 nRELDNIAYI SRYR2ASHKSND2 yi &
network backbones. Lower end (cheaper) switches may have few if any configuration options, and may

not even have a user interfacBmart(or managed switchesypically hae a sophisticated GUI

management interface (accessible via the network, usually over HTTP) that allows you to configure
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various things and/or monitor traffic. They also typically include support for monitoring or control using
SNMR(Simple Nevork Monitoring Protocol. Very advanced switches have the ability to configure
VLANS (Virtual LANSs), which allow you to effectively create multiplswiibhes that are not connected
together.

3.2¢ RFCs: Thimternet Standards Process

Anyone studying the Internet, or developing applications for it, must understand theyREIn. RFC

stands forRequest FoCommentsTheseare the documents that define the Interntrotocol Suitgthe

official name for TCP/IP) and many related topics. Anyone can submit an RFC. Ones that are part of the
StandardsTrackare usually produced tETHInternet Engineering Task Fojeeorkinggroups Anyone

can start or participate in a working group. Submitted RFCs begin lifelagaret Draft each of which

has a lifespan of six months or less. Most drafts go through cenadite peer review, and possibly

several revisions, before they are approved, are issued an official number (e.g. 793) and become part of

the official RFC collection. There are other kinds of documents in addition to the Standards Track,

including informaion memos (FYI), humor (primarily ones issued on April 1) and even one obituary, for

W2y t2a0Sts GKS FANRG wC/ 9RAG2NI FYR AYAGALFE ff2
October 1998. There is even an RIBOUt RFCS wC/ H A Hc J Gd KRS NRAGI SNRDS a4 v
October 1996. That is a good place to start if you really want to learn how to read them.

The Internet standards process is quite different from the standards procéS©¢the International
Standards Orgaration) that created the OSI network specificatidBO typically develops large,

complex standards with multiple 4 year cycles, with hundreds of engineers and much politicglimga
This was adequate for creating the standards for the worldwide telephony systeris fautoo slow

and hidebound for something as freewheeling and rapséllglvingas the Internet. The unique

standards process of the IETF is one of the main reaimt TCP/IP is now the dominant networking
standard worldwide. By the time OSI was specified, TCP/IP was already created, deployed, and being
revised and expanded. OSI never knew what hit it.

Learning to read RFCs is an acquired skill, one that arsgrizais about understanding the Internet,

FYR Y2aid RS@OSt2LISNE ONBIFGAYy3a GKAy3Ia F2NI AGI &aK2dz
usage of MUST, SHOULD, MAY and NOT RECOMMENDED that are precisely defined and used. As an
example, the IPv6 Rend&ilver (Phase 1gsts examine only the MUST items from relevant RFCs, but the

IPv6 Readsold (Phase 2gsts also examine all of the SHOULD items.

RFCs are readily available to angfor free. Compare this to the 1SO standards, which can cost over

bmannann F2NJ I O2YLX SGS asSi 2F aFlaoaofSaég FT2NJ az2vYS8i
B NA2dza F2NXIFGa o6& dza8S 2F | aShk NOK &EHhayrRs: adzOK | &

http://www.rfc -editor.org/rfc/rfcX XXX.txt (where XXXX is the RFC number)

¢CKSNBE Aa taz2 Iy 2FFAOALIE wC/ &SIFNODK LI 3ISE 6KSNB
tracks, such as RFC, STD, BCP or FYI, or all tracks. Y tnevartihe ASCII or PDF versions. It is at:

https://www.rfc-editor.org/rfcsearch.html
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There are over 5500 RFCs today. | have included many references to the relevant RFCs in this book. If

you want to see all the gory details on any subject, go rigthéosource and read it. You may find it
a2YSoKIFIG (2dzZ3K 3A2Ay 3 SfGE®D 82¢zdy SENY2HF20RBIR &wWCL
either just a collection of RFCs, or RFCs make up a large part of the content. There is no reason today to

do thatg anyone can download all the RFCs you want, and have them in soft (searchable) form.

Most of the topics covered in this book also have considerable coverage on the Internet outside of the

RFCs, such as in Wlklped!kgaln if you wantat drill deeper in any of these toplcs crank up your
FI@2NAGS aSENODK Sy3aayS FyR KI@S i Aldd ¢KS AyTF2NY
together the essential information in a logical sequence, with a lot of explanations and exaptyesl|

the references you need to drill as deep as you like. | taught cryptography and Public Key Infrastructure

for VeriSign for two years, so | have a lot of experience trying to explain complex technical concepts in

ways that reasonably intelligent people can easily follow. Hopefully you will find my efforts worthwhile.

3.3¢ TCP/IPv4

The software that made the First Internet (and virtually all Local Area Networks) possible has actually
been apund for quite some time. It is actually a suite (family) of protocols. The core protocols of this
suite are TCRhe Transmission Control Protofaind IRInternet Protocdl, which gave it its common
name, TCP/IP. lts official nam&lse Internet Protocol Suite

¢/t 6Fa&a FTANRG RSTAYSR 2FFAOALIfE® Ay wC/ cTtpX af{L)S
December 1974. The piacol described in this document does not look much like the current TCP, and
in fact, the Internet Protocol did not even exist at the time. Jon Postel was responsible for splitting the
functionality described in RFC 675 into two separate protocols, @mng mCP and IP. RFC 675 is largely
2T KAAU2NROIf AYyUSNBald y26® ¢KS Y2RSNY OSNEAZ2Y 27F
Protocolc5! wt ! LY UGSNYySG t NEINFY tNRG202Ff {LISOATFTAOIGAZY
later updated by RF MMHH X G wSlj dzA NBYSKHARY d2 NO L YA BSWI[Slie $ RE & ah (
GKAOK O20SNABR (GKS fAy]l flFI&@8SNE Lt fF&@SNJFYR (GNFyaLR
2F 9QELIX AOAG /2y3S&adA2y b20ATAGISECH 4 TAPRAdBPO (2 Lt € X

Both of these core protocols, and many others, will be covered in considerable detail in the rest of this
chapter.

3.3.1¢ Four Layer TCP/IPv4 Architectural Model

Unlike the OSI nevork stack, which reallgoeshave seven layers, the DoD network model has four
layers, as shown below:
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Application Layer HTTP, FTP, SMTP, SIP, RTP, DNS, DHCPv4, etc

Transport Layer TCPv4, UDPv4, SCTP

Internet Layer (v4)  IPv4, ICMPv4, IPsec

Link Layer ARP, OSPFv2, L2TP, PPP, Ethernet, DSL, MPLS, etc.

Figure 3.3a: Four Layer TCP/IPv4 Model

It just confuses the issue to try to figure out which of the seven OSI lthetayas of TCP/IP fit into. It

Ad aAyYLXe y20 FLWLXAOFIotSed LGQa tA1S GNRAYy3I G2 FA13
y2i S0Sy SEAaG 6KSYy ¢/ tkLt 61 a RSTAYSRO &gATONKSEY |
vera dza G4 I 2AENIOKSad ¢KSAS NBFSNI 2 GKS h{L Y2RSt o
about using OSI terminology. Unfortunately hardly anyone is using actual OSI networks today. In this

book we will try to consistently uge four layer model terminology, while referring to the OSI

terminology when necessary for you to relate the topic to actual products or other books.

TheApplication Layeimplements the protocols most people are famihaith (e.g. HTTP). The software

routines for these are typically contained in application programs such as browsers or web servers that
YF1{S qaeadaSy OFffaé¢ (G2 adzooNRdziAySa 62N aFdzyOliAzya
Application Progam Interface, or a collection of related subroutines, typically supplied with the

operating system or C programming language compiler). The application code creates outgoing data

streams, and then calls routines in the API to actually send the data vi@m@@Bmission Control

Protocol) or UDP (User Datagram Protocol). Outputremsport Laye[DATA]using IP addresses.

TheTransport Layemplements TCP (the Transmission Control Protocol) and UDP (the User Datagram
Protowl). These routines are internal to the Socket API. They add a TCP or UDP packet header to the
data passed down from th&pplication Layerand then pass the data down tiee Internet Layefor

further processing. Output tinternet Layer[TCP HDR[DATA]sing IP addresses.

Thelnternet Layeimplements IP (the Internet Protocol) and various other related protocols such as

L/ at O06KAOK AyOfdzRS& GKS daLAyYy3IAE¢ FdzyOdAz2y |Yzy3a 20
downfrom the Transport bByerroutines, adds an IP packet header onto it, then passes the now

complete IPv4 packet down to routines in thimk LayerOutput to Link layefiP HDR[TCP HDR[DATA]]]

using IP addresses.

TheLink Layeimplements protocols such as ARP that convert IP addresses to MAC addresses. It also
contains routines that actually read and write data (as fed down to it by routines imtemet layen
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onto the network wire, in compliance with Ethernet or other starafa Output to wire: Ethernet packet
using MAC addresses (or the equivalent if other network hardware is used, sucH-gs Wi

9FOK fF&28SNJ aKARSa¢ (GKS RSOGFAf&a oF yRk2NJ KI NRgl NBE R
Gt SGSt a 26F0 Iloya GOFNNIODKIMRS/OG GKAYyl1a Ay GSNya 27F FoadNY
The next layer down (the builder) thinks in terms of abstractions such as bricks, glass, mortar, etc. Below

the level of the builder, an industliahemist thinks in terms of formulations of clay or silicon dioxide to

create bricks and glass. If the architect tried to think at the chemical or atomic level, it would be very

difficult to design a house. His job is made possible by using levels cdalust. Network programming

is analogous. If application programmers had to think in terms of writing bits to the actual hardware,

things like web browsers would be almost impossible. Each network layer is created by specialists that
understand thingsafi KSANJ £ S@St > yR f26SNIflFe@SNa OFy 0SS GNBI
higher layers.

Another important thing about network layers is that you can make major changes to one layer, without
impacting the other layers much at all. The connectiorS 1 6 SSy I @SNA NS ¢Sttt RS-
change (much). This provides a great deal of separation between the layers. In the case of IPv6, the

Internet layer is almost completely redesigned internally, whileltimd Layer and Transport Layee

not affected much at all (other than providing more bytes to store the larger IPv6 addresses). If your

LINE RdzOG A& aLt @c 2yfteéesr GKIGQa Fo2dzi GKS 2yte OKI
software (unless you display or allow entry of IP addresses)21HzNJ  LILX A OF @ A Y ¥V a a &K &t
and receive data over IPv4 or IPv6), then a few more changes are required in the application layer (e.g.

to accept multiple IPv4 and IPv6 addresses from DNS and try connecting to one or them bbsed

on various factors, or to accept incoming connections over both IPv4 and IPv6). This makes it possible to
YAINIGS 02N aLRNI£0 ySiso2N)] a2F0G61 NS 6ONBI GSR F2N
effort. In comparison, changing neork code written for TCP/IP to use OSl instead would probably

involve a complete redesign and major recoding effort.

3.3.2¢ IPv4 The Internet Protocol, Version 4

IPv4 is the foundation of TCP/IPadd accounts for many of its distinguishing characteristics, such as its
32-bit address size, its addressing model, its packet header structure and rd@tudgwas first defined

AY wC/ Tdm GLYIGSNYSG tNR(G202t¢> {SLIWGSYOSNI mMmpymod

The following standards arrelevant to IPv4:

f wC/ TdpmMZI AGLYGSNYySG tNRG202ft¢ I {SLISYOSNI mdpym
f wWC/ TdHZ AGLYGSNYySG /2yiNRf aSaal3asS tNRG202f ¢3
T wC/ yHcZ a!y 90GKSNYySi ! RRNBaa wSaztdziazy t NRG?2
f RFC1255 daL/ at w2dziSNJ 5Aa020SNE aSaal3aSaés {SLWGSY
T wC/ HopnI AaLYDSNBS ! RRNBaa wSazfdziazy t NRG202¢
T wWC/ HnTnX G5S8SFAYyAGAZY 2F (GKS S5AFFSNBYyGAFGSR { S

I S+ RS NBEvbhear 19983 Rddhidards Track)
 wC/ nc p aAlthemticated Diffil St f Yy F2NJ adzf GAYSRAI LYyGSNYS
September 2006 (Standards Track)
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3.3.2.1¢ IPv4 Packet Header Structure

So what are these packet headers mentioned above? In TCP/IPv4 packets, there is a TCP (or UDP) packet
header, then an IPv4 packet header, then the packet data. Each hisametructured collection of data,

including things such as the IPv4 address of the sending node, and the IPv4 address of the destination

node. Why are we getting down to this level of detail? Because some of the big changes from IPv4 to

IPvé havetod#s A 1 K G KS ySg |yR AYLINRGSR Lt LI O1SG KSIFRSNJ
cover the IPv4 packet header. Here it is:

Eto[:l.|z|3 4|5|e|7s 9 |10|11]12]|13]14 151s|17|1s|19|20|21|22|23|24|25[25|27|zs|29|30|31
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> 2 3
Identification (Fragment ID) Fragment Offset
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Protocol
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Figure 3.3b: IPv4 Packet Header

ThelP Versioffield (4 bits) containshe value4, whichAy 0AY Il NBE Aa anmnné oeé2dzQf
in the first 4 bits of an IPv6 packet header!).

TheHeader Lengtfieldon oA Ga0 AYRAOFGS&a K2g f2y3 GKS KSIFRSNJ .
Aa dapé oberadKits,d2akiytRs. The maximum length is 15, which would be 480 bits, or 60

bytes. If you skip that number of words from the start of the packet, that is where the data starts (this is

OFrft SR (GKS a2FFasSié¢ (2 G KtbanRiftliereardoptoksihéforedttieddta 2 y £ &
part (which is not common).

TheType of Servidieldoy 6AG&A0 A& RSTFAYSR Ay wC/ HnTtnX G5STFAY
(DS Field) in the IPv4 and IPv6 heaélefls 5 SOSYO0 SNJ mppy @ ¢ KA A A& dzaASR (2
(Quality of Service). QoS involves management of bandwidth by protocol, by sender, or by recipient. For
example, you might want to give your VolP connections a higher priority than yourdagedoads, or
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the traffic from your boss higher priority than your-6o2 NJ SN & GNI FFAOP 2 A K2dzi v
first-comefirst served basis. 8 bits is not really enough to do a good job on QoS, and DiffServ is not
widely implemented in current IBwnetworks. QoS is greatly improved in IPv6.

TheTotal LengtHield (16 bits) contains the total length of the packet, including the packet header, in

bytes. The minimum length is 20 (20 bytes of header plus 0 bytes df daithe maximum is 65,535

bytes (since only 16 bits are available to specify this). All network systems must handle packets of at

least 576 bytes, but a more typical packet size is 1508 bytes. With IPv4, it is possible for some devices

(like routers) tofragmentpackets (break them apart into multiple smaller packets) if required to get

GKSY GKNRdzZAK | LI NI 2F (KS ySig2N] GKIFIG OFyQid KIy
must bereassembledt the other end. Fragmentation and reassemblyrie of the messy parts of IPv4

that got cleaned up a lot in IPv6.

Theldentification (Fragment I0jeld (16 bits) identifies which fragment of a once larger packet this one
is, to help in reassembling the fragmented padiater. In IPv6 packet fragmentation is not done by
intermediate nodes, so all the header fields related to fragmentation are no longer needed.

The next three bits are flags related to fragmentation. The first is reserved and must be zero (an April

c28f @C/ 2y 0S RSTAYSR (KAA DB 5RKX GG SO {3Y So/Alivy oF f ¢ kK3St
GKS LI O1SG OFyy2i 06S FTNIIYSYGSR 6a2 AF &adzOK | LI O
one that big, that packet is dropped). The thiiidib the MF (More Fragments) flag. If MF is set, there

are more fragments to come. Unfragmented packets of course have the MF flag set to zero.

TheFragment Offsetield (13 bits) is used in reassembly of fragmentedieds. It is measured in 8 byte
blocks. The first fragment of a set has an offset of 0. If you had a 2500 byte packet, and were
fragmenting it into chunks of 1020 bytes, you would have three fragments as follows:

Fragment ID MF Flag Total Length Data Sie Offset
1 1 1020 1000 0

2 1 1020 1000 125

3 0 520 500 250

TheTime To Live (TTigld (8 bits) is to prevent packets from being shuttled around indefinitely on a

network. It was originally intende®t 6S f AFTSOAYS Ay aS0O2yRaz odzi Al KI
O2dzyi¢ ® C¢KAA YSIya GKFG SOSNB GAYS I LI O180 ONRaA
by one. If it reaches zero, the packet is dropped. Typically if this happens, amICMPG & & F IS 6 a G A Y !
SEOSSRSRé0 Ad NBUdINYySR (2 (KS tiaserbuiteSotnmanSwoRENID ¢ KA &

primary purpose is to prevemboping(packets running around in circles).

TheProtocolffield (8 bits) defins the type of data found in the data portion of the packet. Protocol
numbers are not to be confused wighorts. Somecommon protocol numbers are:

1 ICMP Internet Control Message Protocol (RFC 792)
6 TCP  Transmission Control Protocol (RFC 793)

17 UDP UserDatagram Protocol (RFC 768)

41 IPv6  IPv6 tunneled over IPv4 (RFC 2473)

83 VINES Banyan Vines IP
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89 OSPF Open Shortest Path First (RFC 1583)
132 SCTP Streams Control Transmission Protocol

TheHeader Checksufield (16 bits)The 160 A i1 2y SQa O2YLX SYSy il 2F GKS 2yS
16 bit words in the header. When computing, the checksum field itself is taken as zero. To validate the
checksum, add all 16 bit words in the header together including the transmittedkstec The result

should be OIf you get any other value, then at least one bit in the packet was corrupted. There are

certain multiple bit errors that can cancel out, and hence bad packets can go undetsctedhat

since the hop count (TTL) is decrertezhby one on each hop, tH® Header checksum must be

recalculated at each hop. TheHeader Checksum was eliminated in IPv6.

TheSource Addredield (32 bits) contains the IPv4 address of the sender (may be modifi&tT).

TheDestination Addresield (32 bits) contains the IPv4 address of the recipient (may be modified by
NAT in a reply packet).

Options(0 to 40 bytes) Not often used. These are not relevant to this bogkulfvant the details, read
the RFCs.

Datac (variable number of bytes) The data part of the paakabt really part of he header. Not
included in the IP éhder checksum. The number of bytashe data fieldh & (G KS @ f dzS 2 F W¢ 2
minusthevadzS 2F WI SI RSNJ [ Sy3dKQod

3.3.2.2¢ IPv4 Addressing Model

In IPv4, addresses are 32 bits in length. They are simply numbers from 0 to 4,294,967,295. For the
convenience of humans, these numbers are typically representddtiad decimal notationThis splits

the 32 bit addresses into fourlt fields, and then represents ea&bit field with a decimal number

from 0 to 255. These decimal numbers cover all possible 8 bit binary patterns 6@d0000 to 1111

MMMM® ¢KS RSOAYIf ydzYoSNBE INBE &SLI NXYGSR o0& aR2Gat¢
following are all valid IPv4 addresses in dotted decimal:

123.45.67.89 A globally routable address
10.3.1.51 A private address
255.255.25855 The broadcast address
127.0.0.1 The loopback address for IPv4

IPv6 addresses use a simpler scheme ko#dhed hexotation. If something similar were usedtv

IPv4, the address 192.168.1.2 would look like c0:a0:1:2, and the subnet mask 255.255.255.240 would

look like ff:ff:ff:f0.Hexadecimais also calletbase 16 Hexadecimal is just like decimal, if you have 6

extra fingers! Instead of the ten decimal digh N XmMZHZoZnzZpZcxT>y | yR &dX KSE
GKAOK NS nImMIHIoInIpIcITIyII! 3.3/ I539 [IyR Cod .2
based on powers of 10 (1, 10, 100, 1000, etc), while hexadecimal is based on powers of 1858, 16

4096, etc). For example, 123 decimal is 1 x 100 + 2 x 10 + 3. 123 hexadecimal is 1 x 256 + 2 x 16 + 3. One

of the advantages of hexadecimal is extremely simple conversion to and from binary. Each hexadecimal

digit converts to (or from) exactly 4 lary digits (bits), from 0000, 0001, 0010, up to 1111.
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Network Ports

Each IP address on a network node has 65,536 ports associated with it (the port number is a 16 bit
value and 2 to the 18 is 65,536. Any of those portsan either be used to make an outgoing
connection, or to accept incoming connections. There is a IMtalf Known Portahich associates
particular ports with certain protocols. For example, port 25 is associated with SMTP i hetking
magical (or emaitish) about port 25. SMTP will work just as well on any other port, e.g. 10025. Use of
port 25 for SMTP is simply a convention that many people adopt. Such conventions make it easier to
locate the SMTP server on a hode youmigpt be familiar with.To be specific, ports are a Transport
Layer thing, and there are really 65,536 TCP ports, and another 65,536 UDf@peatsh address.

ICMP, which is an Internet Layer thing, does not have any port(s) associated with it.

When yai deploy an Internet server (e.g. an SMTP server for sending and receiviait) ¢he software
opens asocket(a programming abstraction) iisten modeon a particular port (ithe caseof SMTP,

port 25). An email client that wants to connect to it cages its own socket inonnect modeand tells it

to connect to a particular IP address (that of the SMTP server) using a particular port (in this case 25).
When the connection attempt reaches the server, the server detects the attempt, and accepts the
comection (actually the port on the server that the connection is accepted on will be any available port,
typically higher than 1024). A well written server would then make a clone of itself (this isfoakied)

in UNIXspeak), then go back to listeningr ffurther connections, while its clone went ahead and
processed the connection. When the processing is complete on a given connection, the sockets used
would be closed (on both server and client), and the clone of the server will quietly commit suicide.
theory you could have thousands dbnes of the serveall simultaneously handlingmail connections

on a single servdgiven sufficient memory and other resources). Busy web servers (like those at Google)
often havemanythousands of connections b processed at any given time (but never more than
65,000 on a givemterface¢ eachconnectionuses upone port).

In UNIX, ports with numbers under 1024 apecial and only software that has root privilege can use
them. Most common Internet servicese ports in that range. There are manell Known Portsbut
here are a few of the more common ones:

22 ¢ SSH (Secure Shell)

25¢ SMTP (client to server and server to servenal protocol)
53¢ DNS (Domain Naming System)

80¢ HTTP (world wide web)

110¢ POP (server to clientmail retrieval)

143¢ IMAP (more modern server to clientnaail retrieval)
389¢ LDAP (directory service)

443¢HTTPS (world wide web over SSL)

3.3.2.3¢ IPv4 Subnetting

This leads us naturaligto the topic of IPv4 subnetting. This is one of the more difficult areas of

ySGig2NIAyI F2NI LIS2LX S fSENYyAy3I G2 62N] 6AGK Lt Ono
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address of the networke.g. 192.168.0.0), artie second being the node within that netwo{®.0.2.5).

¢tKSasS Gg2 LINIHa OFly o6S aLIXAdG LINL f2y3 az2YS aoA
in the first 16 bits, and the node withiretwork is in the lais16 bits. The addresses df aodesin such a

subnet share the same first 16 bits, but each has a unique last 16 bits. So, such a subnet might have

nodes withaddresses 192.168.2.5, 192.168.3.7 and 192.168.200.120dbone with the address

192.169.2.1

The subnet masis used to split an IPv4 address into its two parts. In this case, the subnet mask is
HppPuppPdPndnd L 2dz R2 | . 22tSty a! b5¢é¢ FTdzyOGAz2y 27F
2T (KS ySig2NlBE5¢YyRTIGKS2PKERBRE & d 20 thdisBoiabrigask (in

this case 0.0.255.255) to get the node within subnet. This is difficult to visualize in dotted decimal. It is

NI §KSNJ Y2NB 200A2dza Ay O0AYl NB® ¢ &1, dseibpfoduceEdzy OG A 2y
nd ¢KS a2ySQa O2YLX SYSyiGé o6 abh¢éo Whi@ANMDZY OKI y 13
functionz ¢ KSNB GKSNB Aa | M Ay (GKS YIFI&alz GKS O2NNBaLR
result. Where there is a @ ithe mask, the corresponding bit of the address is blocked, or forced to the

value 0.

Address (192.168.2.5): 1100 0000 1010 1000 0000 0010 0000 0101
Subnet Mask (255.255.0.0): 1111 1111 1111 1111 0000 0000 0000 0000
AND

Network Addr (192.168.0.0) 1100 0000 1010 1000 0000 0000 0000 0000

Address (192.168.2.5): 1100 0000 1010 1000 0000 0010 0000 0101
Comp. of Mask (0.0.255.255)9000 0000 0000 0000 1111 1111 1111 1111
AND

Network Addr (0.0.2.5) 0000 0000 0000 0000 0000 0010 0000 0101

For subnet mask 255.0.0.0, the first 8 bits are network address, the last 24 are node within subnet.
For subnet mask 255.255.0.0, the firstdi& are network address, the last 16 are node within subnet.
For subnet mask 255.255.255.0, the first 24 bits are network address, the last 8 are node within subnet.

Subnetting was easy when the three IP address classes (A, B & C) were used. Thebiitsofehe

I RRNBaa RSUSNNAYSR (GKS adzoySi Yrale LT GKS FANAID
/ftlraa ' IyR GKS &addzoySdéd YlLal é6la&a wppodnondnd LT (K
address was class B, hence the submask for 255.255.0.0. If the first three bits of the address were

ammnés GKSYy (GKS FRRNBaa sl a Ofraa /X KSyOS GKS adz
done automatically, so no one worried about subnet masks.

When CIDRvas ntroduced, there were two consequences. First, the split between the two parts of the
address could come at any bit boundary, not just after 8, 16 and 24 bits. Second, lots of small blocks (e.g.
/22 blocks) could be carved out of bigger blocks anywhetbdraddress space (perhaps from an old

Class A block, such as 7.x.x.x), so you could no longer determine the correct subnet mask by looking at
the first few bits of an address.

[ SGQa alre e2dNJ L{tZ AYadSIR 2Fu @A JAafyAOR 22F | NBIK I ad
IPv4 addresses, which would be 16 real IPv4 addresses, e.g. 123.45.67.0 through 123.45.67.15. First, two
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2T KS&S IINB y20 dzal 60f S® mMmHodPnpPdPcTd®n A& GKS aySis
I RRNB & aé o ¢edl hdiresteS. IS@véhat is your subnet mask? If you check the above table of

useful CIDR block sizes, a /28 subnet has a subnet mask of 255.255.255.240. In binary thatis 1111 1111
111111111211 1111 1111 0000. If you care to count the ones, you finthére are 28 of them

OKSYyOS (GKS yIYS dkHyé0O®d | 26SOSNE o6& (GUKS 2f R NYz S
so the automatically generated subnet mask would have been 255.255.255.0.

QX

Now, what if your organization really has 10fdes that need IP addresses? How do you give each of

GKSY dzyAljdzS I RRNBaaSa AT e2dz 2yfteée KI@S wmn dzalofS
Address TranslatiofNAT comes in (covered in the next chapt If you think CIDR made your life more
GAYGSNBalGAYy3IéES gl AlG dzyGAf e2dz 4SS 6KFG b! ¢ R2Sa i
in IPv6. In fact, you will find that the entire subject of subnets has become totally trivial.

3.3.2.4¢ MAC Addresses

IPv4 addresses are not actually used at the lowest layer of the TCP/IPv4 network stadki(ihayer

9FOK ySig2N)] KINRgFENBE AYyUuGSNFIOS | Oldzrftte Kra F ny
manufacturer. Thefd i wn oAda 2F GKAa o0O0FftSR GKS ahNAIFYAT I
YIydzFl OGdzNBN¥ ¢KS flad wn oAGa 2F GKAa o60IffSR (K
by each manufacturer, to be unique within a given OUI. Maians that the entire 48 bit value is

globally unique. For example, Dell Computer has a number of OUls assigned to them by the IEEE,

including 0B06-5B, 0608-74 and 0018-8B. If you encounter a NIC with a MAC address that has one of
thosesetsof24bis AlG ¢l & YIRS o6& 5Stf / 2YLlzi SN 2 KSYy @&2d:
Windows, you get a list of network configuration information for all of your interfaces (some of which

FNE GOANLdzZ feé¢0d LT &2dz £ 2271 T 2abbutyp?2 @dinfordniySI / 2yy S
YySUg2N)] O2yySOlAz2y G2 @2dNJ[!bd ! yRSNI GKIFKGX @&2dz ¢
followed by 6 pairs of hex digits, separated by dashes. That is the MAC address of your Network

Interface Card (NIC). Mine is-08-8B-78-DA1A. This means my NIC was made by Dell (my whole
O2YLJzi SNJ 61 a5 o0dzi GKS a!/ | RRNlaa R2SayQi GStt @2
motherboard (not an adebn PCI card), this does tell me the motherboard was made by Dell.

Networl &8 A0O0OKS& 02YS A gswitchiefwhigh | Ndul§ éalirk i apesitthies} @GiM) H

g2N)] 6A0K a!/ | RRNBaasSaod ¢KSe& R2yQl S@Sy aasSSé¢ Lt
agnostic-they work equallywelb A G K Lt @dn 2NJ Lt Oc> 2NJ I YAEGdzZNB 27F
switcheso 82 YSGAYSa OF t f)#dtk witliWAE Ndilrésses, duk ihafpsuSderstand and

can see IP addresses (these worbath the Link Layeand thelnternet Layerin TCP/IBpeak). They

can do things like create VLANArtual LANsto segregate traffic based on IP addresses. AndRiy

Gt FE8SNJ o A9A00KE Olyy2@io ¥R SHRFKALBIG KANMIKBENL ©® S©®5
IPV6 traffic). There are now afewddali  O1 af F @SNJ oé¢ agAiOKSEa 2y GKS Y
which | happen to be running in my home network. | can even manage it over IPv6 (via web and SNMP),

and create VLANSs based on IPv6 addresses.

Mapping From IPv4 Addresses to MAC Addresses
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The software in thé\pplication Layerthe Transport Layerand thelnternet Layeof the TCP/IPv4 stack
think in terms of IPv4 addsses. But théink Layefand the hardware) thinks in terms of MAC
addresses. How do IPv4 addresses get mapped onto MAC addresses?

Address Resolution Protoc¢ARP

O

There are two protocols in TCP/tPv 6 i KI G R2y QG S@Sy SEAAG Ay Lt @co
Protocol) and InAR@nverse Address Resolution Protgcdlhese protocols live in the Link Layer. ARP

maps IP addresses onto MAC eekbes. This is kind of like the mapping between FQDNs and IP
addresses done in the Application LayelidyS, but down in the Linkayer.

lwt A& RSFAYSR Ay wC/ yHcIX da!y 9GKSNYySG ! RRNBaa w
only across theolcal link that a host is connected to. It does not cross routers. It is used to determine the
necessary MAC addresses to get a packet from one node in a subnet to another node in the same

adzoySi 06KAOK O2dz R 06S | &RS T layditforifurtBdr. 8§ farithe bopy 2 RS (i
from the sender to the default gateway, it is the same problem as getting the packet to any other local
Yy2RS® 2 KSy (KS &aSyRSNJ 3I2Sa G2 aSyR I LI O1SG=z AT @

requestisdond 2 NJ G KS NBOALMASY(iQa FRRNBaax FyR (GKS LI O1 S
addressisiot2y G KS 20t fAYy1Z Iy !wt NBIldsSSaid A& R2yS A
and the packet is sent to the default gateway node, whidhtiven worry about forwarding it on

towards the real recipient.

Say Alice (one TCP/IPv4 node) want to send a packet to Bob (another TCP/IPv4 node) (on the local link).
ldadzyS ' £t A0S R2Sa y20 OdaNNByldfe (y2¢ addessesinda! / I R
al!/ | RRNX&dasSa o00FItfSR GKS !'wt {(GFroftSuod ' GKAA GAY
and MAC address. So, Alfirst sends an Ethernet ARP packet to all machines on the local link

(broadcast), with the following info:

opcode = REQUEST
hardware type = Ethernet,
protocol = IPv4

aSYRSNNRA& Lt FRRNBaa I 'tA0SQa Lt@n | RRNBaa 6aK
aSYRSNN& a!/ |RRNBaa I 1tA0SQa a!/ | RRNBaa 06aKkK
NEOALIASY(iQa Lt | RRNBy2slE .. 2003 It dri RRAB Mﬁ@é 6 a
NEOALIASY(iQa a!/ FRRNBaa I' WR2yQi OFNBQ o6Fftt 18

lff YIFIrOKAySa 2y GKS €20t tAyl @Attt 3ISG GKS LI O1S
¢ TOSS!). Bob understands Etiet hardware, and IPv4 protocol, and recognizes his own IPv4 address
6AGQa F2N)J a9HLU® IS RRa !'fA0SQa Lt@n | RRNBaa I yR
reference), then sends a response Ethernet ARP packet back to Alice (he now knSwis&lica ! /

address), with the following info:

opcode = RESPONSE
hardware type = Ethernet
protocol = IPv4
aSYRSNRA& Lt FRRNB
aSYRSNRa a'!/ | RRN
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Only Alice gets the response (this is not a broad¢&sib knew who made the request and sent the

response only to the requestor). @IS &aS5SSa GKFG GKA&A A&a | wo9{thb{9X Iy
0KS NBaLRyaS é6La FTNRYDP !'f A0S (KSy FRRa .2060Qa Lt |
she knows how to send things to Bob, she goes ahead with sending the packet tioaigately was

trying to send. This process is calleddress Resolutiotdence the naméddress Resolution Protocol

¢tKS al!/ GFLotS KIFIa SELANIGAR2Y GAYSE 6¢¢[ 0 FYR 6KS
the next time a packet is sent that address, a new fresh entry will be added to the MAC table.

Ly 2AYyR2g¢gazx &2dz Oy @OASg e2dzNJ ! wt {GlFofS chédolye (A
The results might look something like this:

C:\ Users \ lhughes. HUGHESNET>arp -a

Interface: 172 .20.2.1 -~ Oxb
Internet Address  Physical Address  Type
172.20.0.1 00 -1b-21-1d-cl-59 dynamic
172.20.0.11 00 -17-a4-ec-11-9c dynamic
172.20.0.12 00 -e0-81-47-fa-ce dynamic
172.20.0.13 00 -15-f2 - 2e-b4-1c dynamic
172.20.0.21 00 -18-3 -2e-32-87 dynamic
172.20.0.88 00 -14-fd - 12-fa -5a dynamic
172.20.1.6 00 -1le-90- le-5b-4f dynamic
172.20.1.8 00 -le-65-97-de-e0 dynamic
172.20.1.9 00- 15-f2 - 2e- b4-1c  dynamic
172.20.255.255 ff -ff -ff -ff -ff -ff static
224.0.0.22 01 - 00- 5e- 00- 00- 16 static
224.0.0.252 01 - 00- 5e- 00- 00- fc  static
224.111.140.122 01 - 00- be- 6f - 8c- 7a  static
226.196.145.70 01 - 00-5e-44-91-46 static
237.62.223.84 01 - 00- 5e- 3e-df -54 static
239.255.255.250 01 -00-5e-7f - ff -fa static

Inverse ARRINARP

There is another protocol called Inver8RP (INARP) that maps MAC addresses onto IP addresses. This is
needed only by a few network hardware devices (like ATM). It works almost exactly like ARP, except
RATFSNBY(G 2LI0O2RSa |INB dzaASR FyR (KS &Sy RoStNdrea Sy Ra
FAftfa GKS NBOALASY(HQa Lt | RRNBaa o0gKAOK Al gt yida
and responds with the same information that it does to an ARP. The older RARP (Reverse ARP) protocol

is now deprecated.

3.3.3¢ Types of IP4 Packet Transmissions
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The most common type of packet transmissioongast This is when one node (A) sends a packet to
just one other node (B). A and B can be in the same local link, or halfway around the wimd) ae
routable IP addresses are used, and a routing path is available between A and B. It is still called unicast.

Another kind of transmission oadcast(covered in more detail below). Here a node can transmit a
packet toall nodes in the local lin Usually any node not interested in a broadcast packet will just drop

it. If the packet was an ICMP echo request (ping), all nodes on the local link might reply to it, which could
cause a lot of excess traffic.

There is another kind of transmission edlanycast Here a node can transmit a packet to a single node

2dzi 2F | aSdi 2F &az2yvyS O2tftSOGA2y 2F y2RSa 6So3o (K
accept the transmission and reply to the senddrisTmechanism is somewhat limited in IPv4, but works

really well in IPv6. DNS anycast is used with the root DNS servers to allow multiple copies of each root

server, to handle the load and minimize turnaround on root server requests.

There is one more kdhof transmission calleshulticast Here one node can send a single stream of
packets, such as a digitized radio program, and any number of recipient nodsshsamibeo that
multicast and receive it. Usually listening is a passive act, no responss=nate the sender. Typically
the sender has no knowledge of which, or even how many nodes receiving the transmission. It is
efficient because other nodes further along the network handle replication of the traffic to nodes
beyond them. This is analogotssmany radios receiving a transmission from a single radio transmitting
station. This is covered in more detail below. This is supported in IPv4, but works far better in IPv6.

3.3.3.1¢ IPv4 Broadcast

Any node carsend a packet to a special IPv4 address (255.255.255.255) and all nodes on the local link

will receive it. Usually, there is some kind of information in the packet that allows most nodes to realize

that packet does not concern them (e.g. if broadcast packatains a DHCPv4 message, all nodes that

R2y Qi KIF@S I 51 /t@n aSNIBSNI gAff AIYy2NB AG0d CKAA
problems (like not yet having a valid IP address), but it can put unnecessary loads on all nodes that

I NB y Qvied. IhcfinZasd lead to broadcast storms, which involve massive amounts of useless traffic

Ot 233Ay3 2N G2Grftfe akKdzidAy3d R2éy £ MSYRAn T NS &2 NR
pings to the broadcast address with thegreest containing thespoofedaddress of the node under

FGarol Fa GKS aaz2dz2NOS | RRNBaaé o6¢gKz2 aSyld GKS YSaa
node under attack, whicamplifiesthe attack. There are certain kinds of misconfigurationsardivare

failures in network switches that can cause broadcast storms as well.

Packets sent to the broadcast address do not cross routers (or VLAN boundaries), so appropriate use of
these can limit the extent of disruption due to excessive broadcastoamst The set of nodes that a
broadcast will reach is calledoaoadcast domain

Broadcast is used in the DHCPv4 protocol, to allow a node to find and communicate with the DHCPv4
server, before it even gets an address.

Broadcast does not exist in IP¥@cause it can be so trouble prone. Other mechanisms are used to
locateDHCPV6 servers, or solve other problems for which broadcast may be used in IPv4.
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3.3.3.2¢ IPv4 Multicast

Multicast allows a node to transmitsaream of data (usually as UDP datagrams) to one of a number of
ALISOAIf avYdzZ GAOIF&alé I RRNBaaSaod !ye ydzYoSNI 2F 2i4KS
RFEGIFAINIYad 'a 2yS SEIFYLX ST GKA& O2dzf RdidoS dza SR (2
television programs.

Sites like YouTube ' YR ASNBEVUSHFREAUSI EPDYAaAA2Y S dzaS GNF RAGAZY
connecting to one recipient) transmissions to each user. This requires a great deal of bandwidth, and a
powerful network infrastructure at the transmission site, especially if there are a large number of

recipients (potentially millions). Multicast is necessary to bring costs and network bandwidth

requirements low enough to make it competitive with media broadoastr satellite or cable systems.

There are several mechanisms and protocols involved in IPv4 multicast:

T 'y Lt Ydzt GAOFad 3INRdzLI F RRNBaa o02yS 2F (GKSLt @n

1 A sending node which can convert some kind of data such as audfiorarzideo into digital

form, and transmit the resulting UDP packets to that multicast group address

A multicast distribution tree, where every router crossed supports multicast operation

A new protocol called IGMP (Internet Group Management Protocot)alt@awvs clients to

subscribe to a particular multicast transmission

1 Another new protocol called PIM (Protocol Independent Multicast) that sets up multicast
distribution trees

f /tASyGa GKIFIG OFly dadzomaONROGSE (2 engiBdhifiel O Ydz A
by the sender) and process the received digital data into some kind of service, such as audio or
video

= =

Assuming there is a multicast program available on a particular multicast address (e.g. 239.1.2.3) a
consumer can use a multicast cliexpplication to extend the distribution tree associated with that

address to reach to his computer. This corresponds to selecting a channel on a television. There may be
multiple routers between the sender and this subscriber. All of those routers mpposumulticast,

and be informed to replicate packets from that sender to that recipient. IGMP is used to subscribe to a
specific multicast address, and PIM is used to inform all intervening routers to extend the distribution
tree to this client. The multast server does not need to know anything about the recipients, and

normally does get any response from them. The creation of the distribution tree and subscriptions to
particular multicast addresses are handled by the clients and intervening multicastspnot by the

multicast server.

Unlike unicast routers, a multicast routdoes not need to know how to reach all possible distribution

trees, only those for which it is passing traffic from a sender to a recipient. If theeriecipient

4dz0 aONRAGSR (2 | 3IAPGSY OKIyySt GR2gyaiUNBlIYE FNRY |
need for it to replicate packets and forward them downstream. If a recipient downstream from that

router subscribes to a particular addrefsen that router will start replicating incoming upstream

packets from the multicast address and relay them downstream towards that recipient (or recipients).
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2dzi ¢ O2 dzf R tidEhairdef multidast roliteys bé&ng pruned, if there are no other subscribers

on that subtree.

Multicast is often used for services such as |Rialuding applications such as distance learning. Not all

IPv4 routers support multicastan&tS NBf F § SR LINRP G202t ax a2 Lt @n Ydz {7
I NRSyé¢ ySio2Nl a4z F2N SEFYLX S SAGKAY | aay3ats L{t
multicast content from Comcast). In such a situation it is possible to insure that all interventegs

support the necessary protocols (which are optional in IPv4).

It is possible to build a fully IPv4 multicast compliant router using open source operating systems and an
open source package called XQBRtensible Open Router Platformt www.xorp.org. XORP was first

developed for FreeBSD, but is available on Linux, OpenBSD, NetBSD and Mac OS X. The XORP technology
and team has recently been transferred to a commercial startup backed by VE&d §a@RP Inc). Many

modern enterpriseclass routers support IPv4 multicast, but not all do. Not many SE&H9 routers do.

In IPv6, Multicast is an integral part of the standard, and support is mandatory in all compliant devices. It
also works in a very fiérent way, and is much more scalable.

Internet Relay Chat (IRC) uses a different approach to multicast (not the standard multicast protocols),
and creates a spanning tree across its overlay network to all nodes that subscribe to a given chat
channel. Utike multicast delivered media content, IRC is a-tmay channel.

Standards relevant to IPv4 Multicast include:

T wC/ mMMMHI &l 2480 9EGSyarzya FT2NJ Lt YdzZ GAOF&aGAY3
f WC/ HHocX AaLYOGSNYSG DNZRdzZL) aeémbér BSOS Standards MRkl 2 O2 f =
f wC/ Hpyy> alLt adzZ GAOF&ad YR CANBglLttagegs alé& wmaq
f wWC/ Hpny> a¢KS LYGSNYySaG adzZ GAOF&AG ! RRNBaa ! ff2

(Informational)
WC/ ooTcX ALYUGSNYySi(G DNERdzL) al bheit2808 {Sandards TridR)( 2 O2 f =
wWC/ opp®Z dGadz GAOFad ! RRNBaa ! fft20FdA2y alL. é¢x
WC/ odpTtoX 4Gt NRG2O2¢Densg oS (FINMRBY & avtlz/ iz QB a & nnp
(Experimental)
WC/ nHycX aGadz GAOFad w2dzi SMdsBracRlO2 SNEB¢é3> 5S0OSYo
wC/ npnmX &/ 2yaARSNIGA2ya F2NILYGSNYySaG DNRdJzZI a
[ AAGGSYSNI 5Aa0208SNE t NRrG202t da[50 {y22LAy3a {6A
T wC/ ncnmZI at NRBG2 02 i SpargeRISAaIPIMERS: Piidtocal Sgeficatianl a
OwWSPAaSROE€T 1 dz3dzad wnnc o6{dGFyRIFNRA ¢NI OlO
f wC/ ncnnX a!aiay3a LYGSNYySd DNRBdzZJ al yF3aASYSyid t NP
Listener Discovery Protocol Version 2 (MLDv2) for SqurcdS OA FA O adz GAOF até€ s !
(Standards Track)
T wC/ n otermetXroaplManagement Protocol (IGMP) / Multicast Listener Discovery (MLD)
. aSR adz GAOlF&G C2NBIFINRAY3I oLDatkal[5 tNRE&AY3IO
T wC/ ncntZ a{2dNOS {LISOAFAO adzZ GAOFald F2NJ Lté¢x
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f WC/ ncMARPARYEOr AR (1202t LYRSLISYRSYy({ adzZ GAOI &Ll
Track)

1 WC/ pnmpzZ &. ARANBOGAZYIE t NRLIa20¥2st hLOYIRRSOLENS RSy

(Standards Track)

wC/ pncnz aGtNRG202f LYRSLISYRSYy(G adzZ GAOFad alL. €

RFE pmMmMnI Gh@SNBASG 2F GKS LYGSNYySaG adzZ GAOIFaid w

(Informational)

f wC/ pmopX alLt adzZ GAOIF&G wSIdANBYSyGa F2NI I bSi

l RRNBada t2NI ¢NIyatlkrd2Nl 6b!te¢pés CSoNHzZ NBE wnny
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November 2008 (Standards Track)

T wC/ poynX G¢KS tNRG202f LWRSUBEREFHNNEdZE TAORDSY
(Standards Track)

T wC/ pnnamI d&ad @Ay @fiiS PBIYIWMIDBSob! / YO . dzAf RAy3 .-
(Standards Track)
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T wC/ ptn/OEnB8R! WSt Al 06fS adzZ GAOFad 6bhwaiv ¢ NI yalLlkR
(Standards Track)
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3.3.3.3¢ Internet Group Management ProtocqlGMP

IGMP is amnternet Layeprotocol thatsupports IPv4 multicast. thanages the membership of IPv4

multicast groups, and is used by network hosts and adjacent multicast routers to establish multicast
IANRdzL) YSYOSNEKALID ¢KSNB INB GKNBS @SNaRA2ya 2F Al
ExXiSyaAazya F2NJ Lt adzZ GADAARSYVAYSR! Az dza G/ My PO L DB Y
al yIr3sSySyid tNR:G202f> zSNEAR2YRIELY DR OBW 0BOI) mapapr oS L
Management Protocol, Versiod3® h O 206 SNJ HAnH®

{2YS G[ @SN HE apAl00OKSA KIEBS 4 KAFHK (FdENB2 oG £ if KSRY  aiiL2D
G[ F@8SNJ oé¢ LI O1S8S0G O2yidSyidz G2 SyloftS YdzZ GAOFad 4N
them, while bbcking it (and thereby reducing unnecessary traffic) on ports with no subscribers. A switch
without IGMP snooping will flood all connected nodes in the broadcast domain with all multicast traffic.
tKAad OFly 0SS dzaSR o6& KI Olafatoo bugy rardvBg/add ign&ingdA OS¢ G 2
multicast traffic to handle useful traffic. This is called a Denial of Service, or DoS attack. Active IGMP
ay22LAY3 A& RSAONAROSR Ay wC/ npnmX a/ 2YaARSNIYGAZ2Y
and MulticastListener Discovery ProtocMLD) { y22 LAYy 3 { A GOKS&aé¢sx al & wnnc

3.3.3.4¢ Protocol Independent Multicas{PIM)
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PIMsupports IPv¥ dzf GAOF ad® LG Aa OFftfSR GLINRPG202f AYRSLISYF
network topology discovery mechanism. PIM does not include routing, but provides multicast

forwarding by using static IPv4 routes, or routing tables created by IPv4 rquibtarols, such as RIP,

RIPv2, OSPF;I&or BGP.

PIMDense Mode & RSTAYSR AY wC/ odT o0 IcDehshlRdie@Bfa 0IEYFERSLISY R
January 2005. This uses dense multicast routing, which builds shpa#strees by flooding multicast
traffic domain wide, then pruning branches where no receivers are present. It does not scale well.

PIMSparseMode & RSTAYSR AY wC/ ncnmZIcSparde®idde @rifa OLEYSR S LIS Y R
August 2006. PIMSM builds unidirectional shared trees routed at a rendezvous point per group, and can
create shortes{path trees per source. It scales fairly well for watea use.

Bidirectional PIM & RS T A Yy SR idiettionalPfotognlindgpé&ndeat Multicast (BIRIRL a U ¢ X
October 2007. It builds shared-thirectional trees. In never builds a shortgsith tree, so there may be
longer endto-end delays, but it scales very well.

3.3.4¢ ICMPV4 Internet Control Message Protocol for IPv4

ICMPV4 is a key protocol in tha&ernet Layethat complements version 4 of the Internet Protocol

Lt @novod LG gFa 2NARAIAYLFEEE RISFI YISRE AyOWCd = 7 {p$ 100 S Y §/°
are a number of ICMP messages defined. Some of these are generated by the network stack in response

to errors in datagram delivery. Some are used for diagnostic purposes (to check for network

connectivity). Others aresed for flow control (source quench) or routing (redirect).

An ICMPv4 message consists of an IPv4 packet header, followed by 8 bytes that specify the details for
each ICMP message, followed by 32 or more bytes of data (depending on implementation).
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ICMP Message

_B»it 0|1|2 | 3|4|5|6l7 8|9 (10(11(12(13 (14|15 16|17|18|19|20|21|22|23|24|25|26|27|28|29|30I31

i Version/IHL Length
Y (8 bits) (16 bits)
0 2 I T
Identification Flags and offset
9 4 (16 bits) (16 bits)
5 2 6
Q Time To Live (TTL) Protocol Checksum
5 8 (8 bits) (8 bits) (16 bits)
S 8 9 10
T 3 Source IP Address
e 5 (32 bits)
12 14
1 Destination IP Address
6 (32 bits)
b &

ICMP Payload 8+ bytes
N

Bto[1]z[s]4[5]e] 78| 10]12]2]13|1a]5|16]a7[18]10]20]22] 22 23] 28] 25| 26| 27| 28] 29| 30 32
Figure 3.3c: ICMR4 MessageSynax
The IP Heade¥ersionfield contains the value 4dr IPv4), and thédeader Lengtls 20 bytes.
The IP HeadéFype of Serviceontains the value 0.

The IP Head€rotal LengtHield contans the sum of 20 (header length) + 8 (ICMP header Length) +
number of bytes of data to be sent in message.

The IP Head€fime To Livéeld is set to some reasonable count (or very specific counts if used to
implement thetraceroutefunction).

The IP Heder Protocolfield contains the value 1 (ICMPv4 protocol)
The IP HeadeBource Addredteld contains the IPv4 address of the sending node.
The IP Headdbestination Addreseld contains the IPv4 address of the receiving node.

The ICMP Headéiype oMessagdield (8 bits) specifies the ICMP message type, such asRffiar
RequestSee below for the most common message types.

The ICMP Head&odefield (8 bits) specifies options for the ICMP message. For example, with Message

Type 3, the code definegsK I G FI Af SRX So®3d n YSIya a5SadAylrirzy

G45830GAYy I GA2Yy K240 dzyNBI OKI 6f $¢ o
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The ICMP Head&hecksun(l6 bits) field is defined the same way as for an IPv4 header, but covers the
bytes in the ICMP message (not including fRdeader bytes).

The ICMP HeaddDfield (16 bits) can contain an ID, used only in Echo messages.

The ICMP Head&equencéield (16 bits) contains a sequence number, also used only in Echo messages.
Type Code Description

0 ¢ Echo Reply 0 Eclo reply (in response to Echo request)

Net unreachable

Host unreachable

Protocol unreachable

3 ¢ Destination Unreachable 0
1
2
3 Port unreachable
4
5

Fragmentation required, and DF flag set
Source route failed

4 ¢ Source Quench 0 Source quench for congestion control
5 ¢ Redirect Message 0 Redirect Datagram for the Network
1 Redirect Datagram for the Host
2 Redirect Datagram for the TOS & network
3 Redirect Datagram for the TOS & host
8 ¢ Echo Request 0 EchoRequest
11¢ Time Exceeded 0 TTL expired in transit
1 Fragment reassembly time exceeded

For a ping diagnostic, the sending node transmits an ICMP Echo Request message (Type = 8). The ID can
be set to any value (0 to 65,535), and the sequence rarrgset initially to 0, then is incremented by

one for each ping in a sequence. The Data field (following the ICMP header) can contain any data
(typically some ASCII string). When the receiving node gets an ICMP Echo Request, it sends an ICMP
Echo ReplyType = 0). The ID, sequence number and data fields in the reply must contain exactly what
were sent in the request.

If the destination of a packet is unreachable, your TCP/IP stack will return a Destination Unreachable
ICMP packet, with the code explaig what could not be reached.

If a packet cannot be sent by the preferred path (e.g. due to a link specified in a static route being

down), an ICMP Redirect message will be sent to the packet sender (typically the previous router) which
should then try ¢her paths.
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If the TTL in a packet header is decremented all the way to zero, the packet is discarded, and a Time
Exceeded ICMP message will be sent to the packet sender.

If a node is receiving packets faster than it can handle them, it can send arSliliviié Quench
message to the sender, who should slow down.

According to the standards, all nodes should always respond to an Echo Request with an Echo Reply.
Due to use of this function by many hackers and worms (for network mapping), many sites naav viola

the standard and do not reply to Echo requests. Many ISPs now actually block Echo Requests. Note that
in IPv6, you cannot just block all ICMPv6 messages, as it is a far more integral part of the protocol.

3.3.5¢ IPv4 Routing

TCP/IP was designed from the beginning to bénéernetworkingprotocol. That means it supports ways
to get packets from one node to another, even across multiple networks, by various routes through a
possibly complex series of imt®mnnections. If one or more links go down, the packets may travel by
another route. Even within a given group of packets (say, ones that constitute a-foad message),
some of the packets may go by one route, and others by another. The process iwhitértg a viable

route (or routes) to get traffic from A to B is callemliting. This is one of the most complex areas of
TCP/IP. There are entire long books on the subject. We will be covering only the simplest details, in
order to show what how routingitfers between IPv4 and IPv6.

{2YS AaAYLI SN ySGg2N] LINR(G202ft a ¢ sdodzORing lTEey wilh ONR2 & 2 F
g2N] 2yfe GAGKAY | aAy3atsS [ ! bomting Yot eahdonnécyhiRitipteS (i & I NB
networks together with hem and any node in any network can (in general) exchange data with any

other node in any connected network. The Internet is simply the largest set of interconnected networks

AY GKS 62NIR®P ¢/ tklLt Q& FtSEAOGE S akeHigossibl.d OF LI 6 A Al

There are many components used to create IP based networks, including NICs, cables, bridges, switches,
and gateways. Of these, only gateways (network devices thaforasard packets from one network

segment to another) do routing. Theage several kinds of gatewayBEhe simplest case igauter,

which uses various protocols, such as RIP, OSPF and BGP to determine where to forward packets,
depending on their destination address. It is possible to builoliger from a generic PC (or other

computer) if it has multiple network interfaces (NICs), connected to multiple (otherwise disjoint)

networks. Most operating systems with network support can be configured to do packet forwarding
(accepting a packet from emetwork, via one NIC, and then forwarding it on to another network, via a
different NIC). Typically no changes are made to the packet other than decrementinggle®untin

the IP packet header. If NAT is being performed, numerous changes may beathdeacket header.

It is also possible for a gateway node to do other processing as the packets flow through it, such as

filtering packets on certain criteria (e.g. allow traffic using port 25 to node 172.20.0.11 to pass, but block

port 25 traffic to al other nodes). These are callpdcket filtering firewallsThey are really just routers

that allow more control over the flow of traffic, and can protect the network from various attacks. Even

in a packet filtering firewll, all processing still takes place at théernet LayerMore sophisticated

LI 0180 FALAGSNRYI FANBSIEtAa OFy GAYALISOGE GKS 02y
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things that really are associated with higher levels of the networkksfag.Transportor Application
Layers). This is calleidep packet inspectigmr stateful inspection

LG Aa |faz LkRaaArAofS G2 KIF @S | o6l aiprdogol dérhéctionsi K I
on behalf of nodes on the internet network, and relays them onward if they are acceptable. They act as
aproxyfor the internal servers. Processing here takes place aftication LayelProxyfirewallsare

much more secure, but also more complex and slower. Typically, a proxy sarsebe created for

each protocohandled by the firewall. There can be both incoming proxies (as described above) and
outgoing proxies (your node makes antgoing connection to a proxy in your firewall, and it makes a

further outgoing connection to the node you really want to connect to. These allow better control than

a simple packet filtering firewallf a firewall does both packet forwarding with statefaspectionand

has proxy servers (incoming and/or outgoing) for at least some protocols, it is caljdulidfirewall,

and can provide the best of both worlds.

The standards relevant to routing in IPv4 include:

f wC/ MApyAY JawydE2NXYIF GA2Y t NRPG202f £€X WdzyS mdoyy

f wC/ mMwmn HSIntraR2{Y Aly] w2dziAy 3 t NR2G202f £33 CSo Nzl NB

T wC/ wvMmpp GLESTF2N) w2 dziAy3a Ay ¢/ tklLt |yR 5dz f
(Standards Track)
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f wC/ HnpoX awLt +*SNRAA2Y HEIZ b2OSYOSNI mbpy o{ il Yy
T

WC/ nHTMI a! . 2NRSNINDHIEES o &/ dif WNEBG HOinfc m {di.l FtR I NF
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C: >route print

Interface List
11..00221524329c ...... Realtek PCle GBE Family Controller
2..0022b051377c..... D - Link DGE - 530T Gigabit Ethernet Adapter
e Software Loopback Interface 1
12...00 00 00 00 00 00 00 e0 Microsoft ISATAP Adapter
14...00 00 00 00 00 00 00 e0 Microsoft ISATAP Adapter #2
19...00 00 00 00 00 00 00 e0 Teredo Tunneling Pseudo - Interface

IPv4 Route Table

Active Routes:

Network Destination Netmask Gateway Interface Metric

0.0.0.0 0.0.0.0 172.20.0.1  192.168 . 1.8 276

127.0.0.0 255.0.0.0 On - link 127.0.0.1 306

127.0.0.1 255.255.255.255 On - link 127.0.0.1 306

127.255.255.255 255.255.255.255 On -li nk 127.0.0.1 306

192.168 .0.0  255.255.0.0 On - link 192.168 . 1.8 276
192.168 .2.1 255.255 .255.255 On - link 192.168 . 1.8 276
192.168. 255.255 255.255  .255.255 On - link 192.168 . 1.8 276

224.0.0.0 240.0.0.0 On - link 127.0.0.1 306
224.0.0.0 2 40.0.0.0 On - link 192.168 . 1.8 276
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255.255.255.255 255.255.255.255 On - link 127.0.0.1 306

255.255.255.255 255.255 .2 55.255 On - link 192.168.1.8 276
Persistent Routes:
Network Address Netmask Gateway Address Metric
0.0.0.0 0.0.0.0 192.168 .0.1 Default

There are a number of routing protocols for IPv4 that are typically handled only in the core, or where a
customer network meets the core, therlge router These include R] RIPv2, EIGRRJ$SOSPF and
BGP.

Routing is a very deep, complex subject, and we will be touching only on the most obvious aspects in
this book, to give a rough idea of the differences in routing between IPv4 and IPv6.

RIPcRouting Inbrmation Protocol, version® 5 STFAY SR Ay wC/ wmMnpyI aw2dziAy3
1988. This protocol is an older one, but still in widespread use (especially by low end routers, such as

SOHO units ahin some interior gateways). It is used to exchange routing information with gateways

and other hosts. It is based on thestance vectoalgorithm, which was first used in the Arpanet, circa

1967. RIP is a UDP based protocol, using port 520.

RIPv2; Routing Information Protocol, versiom® 5 STAY SR Ay wC/ HnpoX dwlLt =8
Although OSPF and-IS are superior, there were so many implementations of RIP in use, it wagedleci

to try to improve on it. Extensions were made to incorporate the concepts of autonomous systems,

IGP/EGP interactions, subnetting and authentication. The lack of subnet masks in RIPv1 was a particular
problem. RIPv2 is limited to networks whose longdr § K A & mMp K2 LJa® Ld |taz2 dza
compare alternative routes, which is an oversimplification. However, RIPv2 becomes unstable if you try

to account for different metrics. See RFC for details.

EIGRR Enhanced InterioGateway Routing Protocorhis ishot an IETF protocol, but a Cisco

proprietary routing protocol based on their earlier IGRP. EIGRP is able to deal with CIDR, including use of
variable length subnenasks. It can run separate routing processes for IPv4, IPv6, IPX and AppleTalk
protocols, but does not support translation between protocols. For details, see Cisco documentation.

ISIS¢ Intermediate System to Intermediate Systé&outingProtocol ISL { 0 LINE y 2&dgyaQSiR «ilS& S
originally developed by Digital Equipment Corporation (DEC) as part of DECnet Phase V, and formally
defined as part of ISO/IEC 10589:2002tfier Open System Interconnection reference design.rbts

an Internet standard, although the details are publishedrdisrmationalw C/ mwmn HSIntra h { L L {
R2YFAY w2dziAy3d tNRG202f ¢33 CS 06 NYz MsHor mautrdy iff€P/IPY 2 (1 K S NJ
FYRK2NJ h{L Sy@AiNRYYSWi{a YF2aND/wavdaidpy 3 | AAyS ¢2/Ft khi{tL ILy{R
December 1990. & is an Interior Gateway Protocol, for use within an administrative domain or

network. It is not intended for routing between autommus systems, which is the role of BGP. It is not a
distance vector algorithm, it islank-state protocol. It operates by reliably flooding network topology

information through a network of routers, allowing each router to build its own picture of tineptete

network. OSPF (developed by the IETF about the same time) is more widely used, although it appears

that ISIS has certain characteristics that make it superior in large ISPs.
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OSPFv2 Open Shortest Path First, Versionihlike EIGRP andI&s OSPF is an IETF standard. OSPFv2 is
RSTAYSR AY WwWC/ HOHYZX ah{tC *SNBAZ2Y HEZ ! LINAt wmdpdy
Protocol today (as opposed to BGP, which is an Exterior Gatewéycol). Like IS, OSPF is a listate

protocol. It gathers link state information from available routers and builds a topology map of the

network. It was designed to support variaidmgth subnet masking (VLSM) or CIDR addressing models.
Changesd the network topology are rapidly detected, and it converges on a hew optimal routing
A0NHZOGdzNE 6AGKAY aSO2yRad Li Fff26a aLISOAFAOFGAZY
sense) for various links to allow better modeling of the real @érthere some links are fast, some

slow). OSPF does not layer over UDP or TCP, but uses IP datagrams with a protocol number of 89. This is
very different from RIP or BGP. OSPF uses multicast, including the special addresses:

224.0.0.5 All SPF/link stateouters AlISPFRouters
224.0.0.6 All Designated Routers ALLDRouters

For routing IPv4 multicast trgffic, there is MO$MHlticast Open Short Path Fiystlefined in RFC 1584,
Gadz GAOFa® NEGESTA AYNOK mppnd® | 26SHSNE GKAA Aa y?2
PIM in conjunction with OSPF or other Interior Gateway Protocols.

BGPR4 ¢ Border Gateway Protocokd 5 S F A Y S R ABgrdew@ateway Rrotocd 4 (BGR £ =
January 2006. This version supports routing only IPv4. There are defined multiprotocol extensions
(BGP4+) that support IPv6 and other protocols, which will be described in Chapter 5.

BGP is an External Gateway Protqcompare with I$S and OSPFv2, which are Internal Gateway
Protocols). It is not used within networks, but only between Autonomous Systems. Its primary function
is to exchange network reachability information with other BGP systems. This includes tndorora

the list of Autonomous Systems (ASes) that reachability information traverses. This is sufficient for BGP
to construct a graph of AS connectivity from which routing loops can be pruned, and, at the AS level
certain policy decisions may be enforced.

BGP4 includes mechanisms for supporting CIDR. They can advertise a set of destinations as an IP prefix,
StAYAYFOGAY3 GKS O2yOSLIi 2F ySig2N] aOf | a&4aso 6 KA OK
has mechanisms that allow aggregation of rowesl AS paths. Most networks that obtain service from

ISPs never deploy BGP themselves. It is mostly for exchange of inforivetiicaenISPs, especially if

they are multthomed (obtain upstream service from more than one source). This would be referred to
asExterior Border Gateway Protoasl EBGP. Enormous networks that are too large for OSPF could

deploy BGP themselves as a top level linking multiple OSPF routing domains (this would normally be
referred to adnterior Border Gateway Protocot IBGP).

BGP is path vectorprotocol. It does not use IGP metrics, but makes routing decisions based on path,
network policies and/or rulesets. It replaces the now defunct Exterior Gateway Protocol (EGP), which
gl a F2NXYEFffe aLISOATASR MBUMWEYE PpBINDY Faf9 E{GLING 2 NI DI {iASz

3.3.5.1¢ Network Address Translatio(NAT)
It is also possible for a gateway to do Network Address Translation (NAT) as packets are forwagded. On

form of this allows multiple internal nodes (which use Private Addresses, such as 10.1.2.3) to be
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translated toglobally routableaddresses (like 123.45.67.89) on the way out. It also can translate the

globally routable destination address of packetstsameply to an outgoing packet back to the Private

Address of the originating node, so that it can complete a query/response transaction. Typically ports

are shifted by a NAT gateway in such a way that it can figure out which internal node to send reply

LI 01 Sda (2o ¢KAa ftft2ga Ylye AYyiGSNyltf y2RSa G2 aa
address (necessary now that we are running out of these). NAT will be covered in more detail in the next
chapter.

The relevant RFCs for NAT for IPv4 geslu
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1999 (Informational)
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(Informational)
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(Informational)
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(Informational)
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2002 (Informational)
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(Standards Track)
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(Standards Track)
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January 2007 (Best Current Practices)
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April 2008 (Informational)
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It should be obvious from the number of RFCs that explain how NAT affects other things that NAT has a
heavy impact on almost every aspect of networks. There are also @lotd L Y T2 N¥Y I G A2y f ¢ wC
to explain exactlyowit impacts these things. Removing NAT has no downside (given sufficient

addresses) and vastly simplifies network architecture and management in addition to lowering costs. It

also vastly simplifies afipation design and implementation. The removal of NAT and restoration of the

flat address space is one of the main benefits of moving to IPv6. Unfortunately, we have an entire
IASYSNIGAZ2Y 2F ySio2N)] Sy3aIAySSNE oK2NEBlI B8yKSaidzr §R
R2y Qi NBFEAT S AG 61 &8 ONBFGSR 2yfeée Fa I GSYLR2NI NE
Lt @c O2dzZ R 0SS O02YLX SGSR YR RSLX 28SRd . SF2NB b! ¢X
effective security without NATL( Ol f £ G KA & &dOfl 83aA0 FTANBgIEf I NOKAG:
to the original concept of any node to any node connectivity that characterized thslRTelPv4

Internet. Protocols like SIP, IPsec, IKE and Mobile IP will work far betteutMMIAT in the way. DNS is

Ffa2 3ANBLFGfe AAYLEATFASR Ay (GKS I 0aSy0S 2F bl! ¢ oy2

Most routers and firewalls typically include NAT for IPv4, although it would be possible to have a NAT
gateway without any filteringr routing capabilities that doesnly NAT.

In general, any gateway that modifies the source and/or destination addresses in a packet (possibly also
the source port number) is doing NAT. There are several forms of it, the most populaatdiegs
masqterading(hide modeNAT) andone-to-one (BINAT or static NAT).

Most IPv4 networks today make usepivate addresses & RSTFAY SR Ay wC/ MMy a!
t NAGIGS LYyGSNySia¢eés CSoNHzZ NBE moppcd® . aArAoFffes KN
192.168.0.0/16) were permanently removed from the available Internet allocation pool, marked as

Gdzy NRedzi I 6f S¢ 2y GKS Ly i Semfigsimiar th glEphoNSestéhdldiS R T2 NJ dz&
numbers in an office (hiding behind a single company phone number, via a Private Branch Exchange). It

is possible for any company to use addresses from any or all of these ranges to number the nodes inside

their networks. However, these addresses cannot be routed on the Internet from anyone, since they are

no longer globally unique). Hence, if the users of nodes with those addresses want to use the Internet,
GKSNB Ydzad 0SS | RRNBaa NI ydidud) ddiiresges at the gatghRy tHaN2 Y & NB
connects them to the Internet, which is what NAT does.

Note that the most popular form of NAT is more properly called NABTb SG g2 NJ] ! RRNBX&aa t 2N
Translatiog 0 icldifvolves the translation of both IP addresses and port numbers.

b!¢ Aad RSTAYSR AY WC/ o0onHHI G¢CNIRAGAZ2YIFE Lt bSig2
{2YS aLSO0Ga 2F b!¢ NP RSFAYSR Ay Ter@inhologyamdo X G Lt
/| 2YAARSNYdA2yaés ! dz3dzad mdppd

One form of NAT Travers@TUN A a4 RSTAYSR AY wC/ poydpofi¢ SRAasd=2y ¢ N
October 2008. STUNasprotocol that serves as a tool for other protocols in dealing with Network

Address Translator (NAT) traversal. It can be used by an endpoint to determine the IP address and port
allocated to it by a NAT. It can also be used to check connectivity betimeeendpoints, and as a

keepaliveprotocol to maintain NAT bindings. STUN works with many existing NATs and does not require

any special behavior from them.

Connection without NATinside theLAN)
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Say you have two nodes (Alice and Bob) on your LAd¢. idis the address 10.50.3.12, and Bob has the

address 10.50.3.75 (both private addresses). They can make connections within their LAN (to any

address in the 10.0.0.0/8 network) with no problem. Say there is a web server (port 80) at 10.1.20.30.

In the folowing, we will specify the port number appended to the IP address, separated by a colon (e.g.
10.50.3.12:12345). When Alice makes a connection to the web servealegtimationport is 80, but her

sourceport is a randomly chosen value greater than 1QB4t is not already in use (e.g. 12345 or

54321). The same source port would be used for the duration of the connection. Replies from the server
g2dzf R 0S aSyid dzaiay3a ! f A O&Siaatichadldizddasd pbriRrRHeBeply | Yy R LJ2
packetsFor example:

Source Addr:Port Destination Addr:Port

Traffic from Alice to Server: 10.50.3.12:12345 10.1.20.30:80
Replies from Server to Alice: 10.1.20.30:80 10.50.3.12:12345
Traffic from Bob to Server: 10.50.3.75:54321 10.1.20.30:80
Replies fronBerver to Bob: 10.1.20.30:80 10.50.3.75:54321

Note: the above behavior is somewhat simplified. Such as server could accept only one connection at a

time, which would have to complete before anyone else could connect. This is because a given
address:parcan only handle one connection at any given time. Aweald server would have a parent

process listening for connections on a well known port (e.g. 80). When some client connects to the well

known port, the parent process would create a child progesshread) which would accept the

connection (using yet another unused port number) and process it. Meanwhile the main process would

go back to listening for further connections on the well known port. If ten users were connected at a

time, there would bell processes running, one main process and ten child processes (one for each
O2yySOUA2Yy 0D CNBY (GKS OASolRMAyl REF dAXRBE RO IALSLISIF NI Sibf
port (the one on the server) was the original well known port (e.g. 80).

Connection through Hide Mode NAT

But how do Alice and Bob connectwavw.ipv6.or@ That node happens to have an IPv4 address of
Mon®HoT®Hon®nnX YR 6SQNB adAftft Ay [/ KFLISNI o &z
gateway where their LAN (r{ t 0 O2yySOdGa G2 (GKS LYydGSNySdo LG KI &
valid, routable IPv4 address) ti?.34.56137. Ifeither Alice or Bob connect tavww.ipv6.org(over IPv4),

they will be told that they are connecting over IPv4, from the addi€s34.56137, not from their

private address, even if the connections are made at the same instant. Howvearipv6.orgreply

with the correct webpage to each of them?

2 A0K KARS Y2RS b!¢3x GKS 3L GSslre Aa omMIpailRibAy3a (K
12.34.56137. Itisalsod N> yaf I G Ay3 GKS &2dz2NOS I RRNB234.5613Y. 200Qa
The destination address was 130.237.234.40:80 for both Alice and Bob. Their browsers would each
OK22aS | NIyR2Y 232 &zMDS Q32 NIK® 3[SS imnav vl YR . 20Qa OK
would not only translate the source address from both Alice and Bob, it would also shift the source
ports, and keep track in a table of the source address, the original source port, and tied shiftrce
L2 NI o0F2NJ SIOK O2yySOGAz2yoe [SGQa ale !'ftA0SQa LN
Address for outgoing connections and the old destination address for incoming connections will always
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be the same (the outside address o&tNAT gateway), so it does not need to keep those in the table.
The resulting NAT table would look like this:

Source Addr:Port Shifted Port
10.50.3.12:10123 30567
10.50.3.75:20321 40765
Src AddPort Xlat Src AddiPort Dest. AddrPort

Traffic from Alice to server: 10.50.3.12:10123 12.34.56137:30567 130.237.234.40:80

Src Addr:Port Dest Addr:Port XlatDest Addr:Port
Traffic from server to Alice: 130.237.234.40:80 12.34.56137:30567 10.50.3.12:10123

Src AddPort Xlt Src AddrPort Dest. AddrPort
Traffic from Bob to server;  10.50.3.75:20321 12.34.56137:40765 130.237.234.40:80

Src Addr:Port Dest Addr:Port XltDest Addr:Port
Traffic from server to Bob:  130.237.234.40:80 12.34.56137:40765 10.50.3.75:20321

I £ A OS @tion apeshsy/(@vww.ipv6.org to be coming fromi2.34.56137:30567. When ipv6.org
replies to Alice, it is sent from 130.237.234.40:80Q2034.56137:30567. The NAT gateway looks up that
port in its table, and sees that it was used for an outgoing cammefrom 10.50.3.12:10123, so it
translates the destination address and port to that, and forwards the packets correctly to Alice.

.200a 0O2yy SO wingipi6.drglidi B8 ¢oMikg frondi2234.56137:40765. When ipv6.org

replies to Bob, it is seritom 130.237.234.40:80 th2.34.56137:40765. The NAT gateway looks that

port up in its table, and sees that it was used from a connection from 10.50.3.75:20321, so it translates
the destination address and port to that, and forwards those packets coyrectob.

BINAT(One to One NA

If you are doing NAT at your gateway, most routers or firewalls support another form of NAT, which is
known as BINAT (Bidirectional NAT) or @®ne (sometimes alsstatic NAT). This works much the

same as regular (hide mode) NAT, except there is no port shifting involved. This means there can only be
oneinternal node associated with each globally routable external address. This is used only for servers
that must be accessiblfrom the outside world.

Typically a server has both arternal (private)address (e.g. 10.0.0.13), and external(unique, globally
routable) address (e.d.2.34.56131). With for outgoing connections, the gateway rewrites the source
address of eachagzket to be the external address for that node (but does not shift the port). For
incoming connections, the gateway rewrites the destination address to be the internal address for that
node. Internally, the node will have only the internal address. Howef/gou connected to
www.ipv6.orgfrom such a node, it would show a connection from not kiige modeaddress for the
gateway, but the unique external address associated with that node.

There is a minor problem of thmissing arghat must be solved isome way for this to work. One
approach is to configure a static arp on the gateway that can supply it. Every operating system or router
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has some way to do this. Without that, connections from the outside will not work. This is one of the
most difficult thngs for firewall administrators to master.

This at least allows incoming connections, but uses up one globally routable IPv4 address for each server
node. Most SOHO gateways do not support BINAT. Many do have a simpler mechanispodalled
redirection which allows incoming connections to the hide mode external address. At most one internal
server can be configured as the target for any given port. So, you could configure an internal mail server
and redirect ports 25 (SMTP), 110 (POP3) and 143 (IMAP) to

Ramifications of Using NAT

When network address translation happens, the NAT gateway is actually rewriting new values into the
address and port number fields in the IP and TCP (or UDP) packet headers of adl fiawkeg through

the NAT gateway, according to the rule just specified. For outgoing packets, it is rewriting the source
address and source port. For incoming packets, it is rewriting the destination address and destination
port. Obviously, this would imidate the IP and TCP header checksums (the IP header contains source
and destination addresses, the TCP header contains the source and destination port numbers).
Therefore the NAT gatewajsohas to recalculate both IP and TCP header checksums anderédvase

as well.

Packet fragmentation is a real complication for TCP and UDP via NAT. A NAT gateway must reassemble
an entire packet, in order to be able to recalculate the TCP checksum (which covers all bytes in the
payload, plus the pseudo header wihicontains the source and destination addresses). It typically must
then refragment the packet for further transmission.

What about IPsec Authentication Header? The IPsec AH algorithm works like a checksum, but there is a
key which only the sender hagquired to generate the cryptographic checksum. All this address and

port rewriting invalidates the existing AH cryptographic checksum, and the NAT gateway does have the
necessary key to regenerate a correct new AH for based on modified packet headsr€ld®s not

work through a NAT gateway. Actually AH is performing its function very effediited/detecting

tampering with the contents of the packet header! It just happens that this tampering is done by a NAT
JraSsres y2i I EIFIDFENWYy A GRORG 1da RaB2NA $YRE & FANSE
own side). If any node other than the original sender could generate a new valid AH checksum, then AH
would not be very useful! IPsec and NAT are mutually exclusive (although IPseaNBBismade to

work in conjunction with NAT Traversal).

Another ramification is with FTP (File Transfer Protocol). FTP is a very old protocol. In active mode, FTP
uses separate connections for control traffic (commands) and for data traffic. The initiaishg

identifies the corresponding data connection with its network layer and transport layer addresses.
Unfortunately NAT invalidates this. Fortunately here, it is possible to cre@ecase FTP proxy

(included on most firewalls) that solves this prableVithout such a proxy though, FTP will not work if

NAT is in place, even for outgoing connections. My company early on ported a popular one for IPv4 to
IPv6. That allowed FTP connections to dual stack networks such as freebsd.org to work from our own
dud stack network.
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Peerto-peer applications have the same kinds of problems with NAT. You must somehow provide a way
for your peers to connect tgoufor these applications to work. All participants really need a real,
globally routable IP address. Thisitd easy to arrange on the First Internet.

The SIP (Session Initiation Protocol) is used with many things, includingndolféleo conferencingt

also has major problems with NAT. SIP may use multiple ports to set up a connection and transmit the
anabg stream over RTP (Real Time Protocol). IP addresses and port numbers are encoded in the payload
and must be known prior to the traversal of NAT gateways. Again, a SIP proxy on the gateway can help
resolve this problem. Another solution is to use NATdraal, such as STUNNfortunately, in these

days of widespread NAT, both the caller and the callee are typically behind NAT, so VolP must overcome
problems with NAT bothoing outfrom the caller, andoming irnto the callee.

Another problem with NAT the limit of 65,536 ports on the NAT gateway. When NAT was first

deployed, most network applications used only one or two ports. Some recent agplifati o ! LILX SQa
iTunes and Googlaps) use 204300 ports at a time. If each node is using 300 ports, thenetltan be

at most 200 nodes behind a given external IPv4 address. If the NAT gateway runs out of ports, there can
be very mysterious failures in network applications. For example, in Google Maps, some areas of the

map never get drawn. There is no way éoid users (or typically even the network administrator) to

determine that this has happened other than by seeing mysterious failures in some applications. This
means that a larger number of NAT gateways (and valid external IPv4 addresses) are requyred toda

than in the past, for a given number of users behind NW$t as we are running out of them!

Most legacy applications (like web surfing anohail) work OK through one layer of NAT. Even with
chat, today there must be an intermediary system that twermre chatters connect to via outgoing
connections from their nodes (e.g. AOL Instant Messenger). In a flat address space (especially with
working multicast), much better connectivity models are possible, that may require little or no central
facilities.

As the IPv4 addresses run out, it will become more common to mantple layersof NAT This can
happen today, if you deploy a Wi access point with NAT behind a DSL modemaisahas NAT. If you
think a single layer of NAT causes problems, you ghoyldealing with multiple layers of it!

With the wide scale deployment of NAT, we have lost the originateraehd model of the early First

Internet, which was a core feature. Today users are eitoatent producersvho can publish

information or vide®s (e.g. cnn.com, youtube.com) @yntent consumeraho can view the content

published by the producers. It is much more complicated and expensive to be a producer in the current
First Internet (with NAT), than to be a consumer. There are relatively fedupers, and millions of
consumers. This was not that much of a problem when most people were running mainly web browsers
and email clients on their nodes. As newer applications emerge (VolP, IPTV/playdti games, Peer
t0-LISSNDZ (KAARFSG08RASEY I EINRREASNAE YR O2yadzySNA
Today, many people would like to peosumergboth producers and consumers of content).

All of these problems go away with a flat address space (no NAT). Unfortunately, there is no way to
restore the flat address space of the early @AT) First Internet. The First Internet is now permanently
broken (there are not enough addresses to allow even the existing users to have access without NAT,
even if we used all of the remaining unallocgddresses today). The only real solution is to switch to
IPv6 (at least for protocols such as VolP, P2P, multiplayer games, IPTV and IPsec VPNS).
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3.3.5.2¢ Basic IPv4 Routing

In the simplest case, where two nodes (A andiB)on the same network segment (not separated by

Fye NRdzZiSNLSX y2 NRdziAy3d Aa NBIldANBR® ¢KA&E Aa RSGS
adzoySid Ia ! Q& LlocalhoR&R NBHERS 0 KENVYLX & 4dzaSa .abaéa a! / | |
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(obtain the MAC address for B).
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as the destination) is sent to the node which serves asi#fault gatewayF 2 NJ | Q& &dzoy SaG 6! Y
have to do an ARP to obtain the MAC address of the default gateway). The default gateway is a node

with multiple network interfaces that knows how torf@ard the packet on towards the network in

gKAOK . Qa Lt | RRNB&a pasketoavdayng@laym@packetsiréntoiie 6 @8 RS T dz
interface to another on a muHiomed system) is not enabled. It must be specifically enabled for each

protocol IPn YR Lt @c0®d ¢KS | RRNBaa 2F | ySig2N] Qa RSTI
either through manual configuration or via DHCPv4. Once the default gateway receives the packet, it

may already have the necessary routing information to know whersend that packet (either vitatic

routes or via a routing protocol, such as RIP, OSPF and/or BGP). In the case of a home network, your

SOHO router typically just knows how to forward packets for the outside world to yet another gateway

at the ISPwhere the real routing takes place (viadsn default gateway, which is a node at the ISP).

Once your traffic gets to your default gateway, that node typically uses an Interior Gateway Routing
Protocol (RIP. RIPv2 or OSPF) to route that traffic todige ef your overall network (e.g. the place

@2dzNJ 2NBIFYAT FdA2yQa 2N L{tQad ySig2N] O2yySoOida (2
Gateway Routing Protocol (typically B&Rs used to determine the best route to the correct edge

router forthe destination address. Once your traffic arrives there, once again an Interior Gateway

Routing Protocol (RIP, RIPv2 or OSPF) takes over and get the packets to the default gateway of the

subnet where the destination node lives. From there, ARP is usiedvtard the packets to the actual

destination node, because the default gateway and the destination node are now on the same subnet.

And all this takes place in the blink of an eye, billions of times a day, just like clockwork.

3.4¢ TCPThe Transmission Control Protocol

¢tKS ¢NIyavYAaarzy [ 2yiaNRt tNRG202f Aa RSTAYSR Ay w
1981. This is @ransport Layeprotocol. TCP implementsraliable connection orientednodel. When

we sayreliablee ¢S | NByQid GFrft1Ay3 Fto2dzi I ¢Sttt RSaA3IySR 2
GNBfAlIOof S aAavYLite YSIya GKFEG AdG AyOfdzRSa SNNRBN RS

connection orientedefersto the fact that TCP is designed to handle potentially large streams of data
(typically larger than a single packet). It does this by breaking the large object up into multiple packet
sized chunks and sending them out in an ordered sequence. For exarntgige @mail message or a

JPEG photograph might require quite a few packets. Software that uses TCP tgpmadfjnitiates) a
connection for I/O, reads and/or writes potentially a lot of data to it, then when doluses

(terminateg the connectionThis is very similar to the process for reading and writing files, and in fact in
UNIX, network streams are just a special kind of file.
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The following standards are relevant to TCP:
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3.4.1¢ TCP Packet Header

TCP Header

Bto|a|2]|s|[a[s][e|7]|8]o 10[11]|12[13]14]1s 16| 17| 18| 19] 20| 21| 22| 23] 24| 25| 26| 27| 28| 20| 30| 31

= Destination Port il
(16 bits)
2
Sequence Number
4 (32 bits)
[} 5 | 3 °
Acknowledgement Number £
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@ | 4| DataOffset | Reserved (C|E|UfAIPIRIS|F Window Size
2|5 @vis) | @bits) |RIE[G|K|n|T|N[n (16 bits)
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1 Checksum Urgent Pointer
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A\ 4
2
0
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4
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Figure 3.4a: TCP Packet Header
Source Portl6 bits)g specifies the port that the data was written to on the sending node.
Destination Por{16 bits)c specifies the port that the data will be read from on the receiving node.
Sequence tnmber (32 bits)¢ meaning depends on the SYN flag:

1 Ifthe SYN flag is set, this is the initial sequence number. The sequence number of the actual first
data byte (and the acknowledged number in the resulting ACK) will then be that value plus 1.
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91 Ifthe SYNIag is clear, this is the accumulated sequence number of the first data byte of this
packet for the current session.

Acknowledgement Numb¢B2 bits)q used to acknowledge receipt of data:
9 if the ACK flag is set, then this field is the next sequence puthiat the receiver is expecting.
This acknowledges receipt of all previous bytes.
91 Ifthe ACK flag is clear, then this field is not used.

Data Offsei(4 bits)¢ specifies the size of the TCP header in 32 bit words. The minimum value is 5 words
(20 bytes) and the maximum value is 15 words (60 bytes), allowing for up to 40 bytes of options.

Reservedield (4 bits); not currently used, and must be zeros.

There are 8 it flags (8 bits total) as follows (in order from most significant bit to least &ignifbit):

1 CWR; Congestion Window Reduced. If set by sender, indicates it has received a TCP segment

with the ECE flag set, and has responded in congestion control mechanism.

1 ECEK ECN Echo. If SYN flag is set, then ECE set indicates that the TCE@HNerdpable. If SYN
flag is clear, then ECE flag set indicates that a Congestion Experienced flag in the IP header set
was received during normal transmission
URC indicates whether or not Urgent pointer field is significant
ACK: if set, indicates thathe Acknowledgement field is significant. All packets after the initial
SYN packet sent by a node should have this flag set.

1 PSH; Push flag. If set, asks to push any buffered data to the receiving application.

1 RST Reset flag. If set, resets the connecii

1 SYN; Synchronize flag. If set, synchronize sequence numbers. Only the first packet sent from
each end should have this flag set.

9 FINc¢ Finished flag;, if set, no more data is coming.

T
1

Window Siz€16 bits)¢ size of the receive window, which is nunmlod bytes that the receiver is willing
to receive

Checksun(l16 bit)g use for error checking of TCP header and data

Urgent Pointe 16 bits)c if the URG flag is set, this is the offset from the sequence number indicating
the last urgent data byte

Options(from 0 to 10 32bit words)¢ optional, not commonly used see RFC for details.
Protocol Operation

1. Connections is established using a thwesy handshake, which creates a virtual circuit
2. Data is transferred over the virtual circuit until coohen is terminated

3. Connection termination closes the established virtual circuit and releases allocated resources

TCP operation is controlled by a state machine, with 11 states:
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. LISTEN: wait for connection request from a remote client

. SYNSENTwait for the remote peer to send back a segment with SYN and ACK flags set

. SYNRECEIVED: wait for remote peer to send back acknowledgement after sending back a connection
. ESTABLISHED: port is ready to exchange data with the remote peer

. FINWAIF1

. FINWAITF2

. CLOS’/AIT

. CLOSING

. LASTACK

10. TIMBEWAITc insure remote peer has received acknowledgement of termination request (< 4 min.)
11. CLOSED

O©COoO~NOOUITAWNPE

CONNECT/ S¥M (Step 1 of the 3-way-handshake)

FIN WAIT 2 peee 3= TIME WAIT

FINIACK

Timeout

................. = unusual event
e Clienit/receiver path [Smn]_ s cmc e s e SR R b ha AR SRR R R
CLOSEI-
————= server'sender path LISTEN/- j.
: CLOSE/K-
(Step 2 of the 3-way -handshake )SYNISYN+ACK LISTEN ;
| A
RSTI- SEND/ SYM
S?N ........................................................ . emmm et e e e ).. S‘-N
RECEIVED P SYNISYN+ACK (simultaneous open) .. SENT
Data exchange occurs
ACKI- SYN+ACKIACK
_ (Step 3 of the 3-way-handshake)
: CLOSE/FIN ‘ ‘
CLOSE/FIM FINIACK
I Active CLOSE | |Passive cLosE | I
: Y FINIACK L :
i FINWAITL | > cLosiG L CLOSE WAIT .
: FIN+ACKIACK | : : : |
1 i ] | :
1 i
: ACK- L CLOSE/ FIl .
| b )
I : 1 1 I
| i ] ] ]
: ' 1 i Y )
' | :
| 1 1 |
1 1 ) I
: | ] I
1 : ! !

(Go hack fto start)

Figure 3.4c: TCP State Transition Diagram (from Wikipedia)
Notes:
TCP uses sequencembers to detect lost packets and/or reorder packets that arrive out of order. The
cumulative acknowledgment scheme informs the sender that all packets up to the acknowledged

sequence number have been received. Selective acknowledgement (RFC 2018) albptimfpation
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of this feature. Lost data is automatically retransmitted by the sender-t&+ohd flow control provides
for a mismatch in performance between sender and receiver. A sliding window algorithm allows
multiple packets to be in progress whicttieases efficiency. Recently, congestion control has been
added into TCP to avoid network congestion.

3.5¢ UDP The User Datagram Protocol

¢KS !'aSNIS5FGFANIY tNRG2621I I HANI RSTANFERORY ¢ WC/ dzAdzA X
also aTransport Layeprotocol. Unlike TCP, UDP implementsuwameliable, connectionlessodel. When

we sayunreliablewe just mean that error detection and recovery are not built into the protocol, & it

up to the application to do any desired error detection and recovencddyectionlessve mean that

each transmission consists of a single (but complete) packet. In TCP/IPv4, a packet is typically 1508
bytes, but can be more or less. If you send gplicket, it will likely be fragmented along the way, and
reassembled at the other end. Each datagram is an atomic event, not connected to any other datagram.
UDP does not handigreamsof data (as is done with the connection oriented model). Software that

uses UDP does not needdpenor closea connection, it can simply read or write datagrams at any

time, and each operation sends or receives one packet. This is a much simpler model than TCP, with less
overhead. However, when using UDP you are respanibldoing certain things that TCP does for you,

such as error recovery. UDP is often used for things like streaming audio or video. It is also used for DNS
queries and responses, and for TFTP (Trivial File Transfer Protocol).

The following standards arelevant to UDP:
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UDP Header
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Source Port
Y (16 bits)
0
2 Length
5l 4 (16 bits)
4
8

Destination Port
(16 bits)

Checksum
(16 bits)

6

Data
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_>

Figure 3.5a: UDP Packet Header

TheSource Potfield (16 bits) specifies which port number the data is being written to on the sending
computer. This field is optional (if not used, fill with zeros).

TheDestination Porfield (16 bits) specifies which port number the data is being reah fon the

receiving computer.

ThelLengthfield (16 bits) is the number of bytes in the datagram, including the UDP header and the
data, therefore the minimum value is 8 (the length of the UDP header). The maximum value in theory is
65,536 bytes, but thigalue is limited by the maximum packet size, typically 1508.

The Checksufield (16 bits) is the 16 A (i

2y 804

O2YLX SYSyid adzy 2

F I LA’ASd

the UDP header, and the data, passed with zero bytes at the end to make a multiple oftesoThe
pseudo header contains the source and destination IP addresses, the protocol, and the UDP length. This

field is optional (if not used, fill with zeros).

TheDatabegins immediately after th€hecksunfield. It is not really part of the headeand is not

included in the checksum.

3.6 ¢ DHCPv4Dynamic Host Configuration Protocol for TCP/IPv4

One of the network services that is really useful in network configuration is tharbigrHost
Configuration Protocol (DHCP). The version that works with IPv4 is now called DHCPv4 (to distinguish it
from the one for IPv6, which is called DHCPv6). Without DHCPv4 running on your network, someone
must manually configure all network settings every computer. This can be very complicated and error
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35" computer you install that day. These kinds of errors can cause tricky problems. With a DHCPv4
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powers up, it will search for a DHCPv4 server (or a rglagitaconnected to a real DHCPv4 server in
another network). When it finds one, it will request configuration data (including the default gateway,
the IP addresses of the DNS servers, the Internet domain name, and other items, including a lease on an
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IPv4address which should be unique within your network. This makes it easier to change things. If you
moved a DNS server, you need only update your DHCPv4 server configuration, and terminate all client
leases.

DHCPv4 is widely used by ISPs, especially oaekdkie lots more customers than valid (globally

routable) IPv4 addresses. They can set very short lease times, then when someone disconnects, the
address they had been using can be reused by another customer. Of course these days, most people
want 7x24 lternet connectivity, as opposed to perhaps one hour a day oruflialccess. Many ISPs

now provide their customers with RFC 1918 private addresses, unless for some reason they specifically
require a globally routable address. Some ISPs charge more favallglroutable address, andat

more for multiple globally routable addresses. | have 5 real addresses for my home network, so | can run
E-mail and other services, in addition to using one to tunnel IPv6 into my network over IPv4. DHCPv4 can
provide aub configuration with private addresses just as easily as with globally routable addresses, so
GKSe adGgAfft dzasS 51 /t@n (2 lFaairdy (GKz2aSo .| aArAolffe
few) real addresses, via NAT.

DHCPv4 uses broadcaswk OK R2Say Qi SEA&G Ay Lt @cov FyR Oy 2y
assigned IP address or things like DNS IP addresses), so it had to be completely rewritten for IPv6. The
differences will be covered in the chapter on IPv6.

Most client operatingystems in use today (especially on personal computers) include a DHCPv4 client,
including all versions of Windows, FreeBSD, Linux, Solaris, Mac OSX, etc. Even smart phonég with Wi
include a DHCPvV4 client.

Most server operating systems (such as Wind®ssver, FreeBSD, Linux, etc) include a DHCPv4 server.

The most common one for UNIX and UNIX like serveigizdfrom the Internet Software Consortium

(ISC). It is configured by editing some complex ASCII text configuration files (with a text edgdypdh

of configuration has not changed appreciably in 50 years (and you thélgitvas old). The DHCPv4

server included with Windows Server at least has a GUI configuration tool, which is much easier to use.

Most appliances that provide DHCPv4 serdicg Of dzZRS | D! L ¢6S06 o6FaSR O2y FAdc
SYRé¢ (G2 RKOLIRI Ay Yz2al OraSaovo

When you configure a DHCPv4 server, you typically configure one or more pools of addresses to be
managed by that server. You cannot have more than one DHCPv4 seavgivén network subnet, but
DHCPv4 clients cannot contact DHCPv4 servers on another subnet (on the other side of a router). So you
either need to have a different DHCPv4 server (or at leaslag agendb Ay SOSNE &ddzoy S 6 &«
R2YIAY£€0® (,2dz @Glayd2ab88F 2y GKS aSNBSNE FyR O2y TA3dzN
auto-configure clients, including the domain name, the subnet mask, the address of the default
gateway, the IP addresses of two DNS servers, etc. There are dozens oythirngs auteconfigure
with DHCPv4. You also specify a range of addresses (e.g. 192.168.5.1 to 192.168.5 268l fiasra
which to lease addresses. You should not manually assign any of these addresses to other nodes. If you
do for some reason, you maemove that address from the available pool.
hyOS adzOK  &aSNIBSNJAa AyaidlfttSR IyR O2yFAIdzNBRI 2
Fdzi2YFGAOItt@éx YR G2 ahoGlFrAYy 5b{ &aASNWSN I RRNB3aa
anytime the computer powers up, it will obtain all necessary information (including a unique IPv4 node
I RRNBaao FTNRY (GKS 51 /t@n ASNBSNXY LYy 2AyR2gax &2dz
Prompt window) to view the obtained settings (look for theeiriace named Local Area Connection).
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assigned a specific address each time, you can makedness reservatiohy associating one of the
pooladdresS§a ¢AGK GKIFIG y2RSQa a!/ FTRRNBaao !'ye GAYS (K
DHCPv4 server, it will be assigned that address, rather than a random one from the pool.

3.6.1¢ The DHCPV4 Protocol

The DHCPvV4 protocdlés in theApplicationLayer It usesport 67 for data from client to server, and
port 68 for data from the server to the client (both over UDP). There are four phases in a DHCPv4
network configuration:

IP Discovery

IP Lease Offer

IP Request

IP lease Acknowledgement

A OWN P

[ SGQa alre 2dzNJ ySiGég2N)] dzaSa MpHdOmMcydPndnkmcd ¢KIFG Y
are at 192.168.0.11 and 192.168.0.12. The DHCPv4 server is also running on 192.168.0.11. The default
gateway is 192.168.0.1. We haseated a pool of addresses from 192.168.1.0 to 192.168.1.255.

In the Discover IPhase, the client sends a DHCPDISCOVER request, as follows:

Source Address = 0.0.0.0, Source Port = 68

Destination Address = 255.255.255.255, Destination Port = 67

DHCP Ogon 50: IP address192.168.1.100 is requested

DHCP Option 53: Message is DHCPDISCOVER

Request Subnet mask, Default Gateway, Domain Name and Domain Name Server(s)

=A =4 =4 =4 =4

In this case, the node is requesting its last known IP address. Assuming it is still conndiceesame
network, and the address is not already leased to someone else, the server may grant the request.
Otherwise the client will have to negotiate for a new address.

In the DHCP Offgphase, the server will reserve an IP address for the clierthig case it is accepting
the request for the last known address), and send a DHCPOFFER message to the client, as follows:

Source Address = 192.168.0.11, Source Port = 67

Destination Address = 255.255.255.255, Destination Port = 68

DHCP option 01: Subnilask is 255.255.0.0

DHCP option 03: Default gateway is 192.168.0.1

DHCP option 06: IP addresses of DNS servers are 192.168.0.11 and 192.168.0.12
DHCP option 51: lease duration is 86400 seconds (1 day)

DHCP option 53: Message is DHCPOFFER

DHCP option 54P address of DHCP server is 192.168.0.11

= =4 =8 =4 -8 -8 -8 9
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In the DHCP Requeghase, the client accepts the offer, and sends a DHCPREQUEST message as follows:

Source Address = 0.0.0.0, Source Port = 68

Destination Address = 255.255.255.255, Destination Port = 67
DHCP ojon 50: IP address 192.168.1.100 is requested

DHCP option 53: Message is DHCPREQUEST

DHCP option 54: IP address of DHCP server is 192.168.0.11

=A =4 =4 =8 =4

In the DHCP Acknowledghase, the server officially registers the assignment, and notifies the client of
the configuration values:

Source Address =192.168.0.11, Source Port = 67

Destination Address = 255.255.255.255, Destination port = 68

DHCP option 01: Subnet Mask is 255.255.0.0

DHCP option 03: Default gateway is 192.168.0.1

DHCP option 06: IP addresses ofSXérvers are 192.168.0.11 and 192.168.0.12
DHCP option 51: lease duration is 86400 seconds (1 day)

DHCP option 53: Message is DHCPACK

DHCP option 54: IP address of DHCP server is 192.168.0.11

=A =4 =4 =4 =8 -8 -8 9

At this point, the client actually configures those valuestfnetwork interface, and can begin using
the network.

3.6.2¢ UsefulCommands Blated to DHCPv4

In Windows, there are some commands available in a DOS prompt box related to DHCPv4:

ipconfig /release releae assigned IPv4 address, deconfigure network
ipconfig /renew do a new configuration request for IPv4
ipconfig /all view all network configuration settings

CKA& A& Ly SEFYLES 2F (GKS 2dziLizi FNBY aALIO2y FA3I

C:> ipconfig /all

Ethernet adapter Local Area Connection:

Connection - specific DNS Suffix . : redwar.org
Description .. .........:Realtek PCle GBE Family Controller
Physical Address. ........:00 -22-15-24-32-9C
DHCP Enabled. . .........:Yes
IPv4d Address...........: 192.168 . 1.8 (Preferred)
SubnetMask ...........:255.255.0.0
Default Gateway . ........: 192.168.0.1
DNS Servers . . .........: 192.168.0.11

192.168 .0.12
NetBIOS over Tcpip. .......: Enabled
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3.7 ¢ TCP/IPv4 Network Configuration
[ SGQa FadaadzyS 2dz2NJ [!'b KFra (GKS F2ft26Ay3a O2y FAIdzNI

Network Address: 192.168.00/16 (hence subnet mask = 255.255.0.0)
Default Gateway: 192.168.0.1

DHCPv4 Address:  192.168.0.11

DNS Server Address: 192.168.0.11, 192.168.0.12

Domain Name: redwar.org

Furthermore, assume the DHCPv4 server is correctly configured with this inif@nrend is managing
the address range 192.168.1.0 to 192.168.1.255 (and that some leases have already been granted).

Any node connected to a network with TCP/IPv4 must have certain items configured, including:

IPv4 node address

Subnet mask (or equivaidy, CIDR subnet mask length)
IPv4 address of default gateway

IPv4 addresses of DNS servers

Nodename

DNS domain name

=A =4 =4 =8 -8 =9

3.7.1¢ Manual Network Configuration

It is possible perform TCP/IPv4 configuration manually, either by editing ASCII configuratjasfite
FreeBSD or Linux; or via GUI configuration tools, as in Windows. If you have understood the material in
this chapter, it should be fairly easy to configure your node(s). In most cases, if you have ISP service, the
ISP will give you all the inforrti@n necessary to configure your node(s).

Q& O2yFAIdNB | CNBS. {5 Ton y2RS Ylyddtteo | 244
N & MPHOMCYy dPndMod ¢KS AYUSNFIOS 46S IINE O2y FA3

You need to edit the followinglés (you will need root privilege to do this):

/etc/rc.conf
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/etc/resolv.conf
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domain redwar.org
nameserver 192.168.0.11
nameserve r 192.168.0.12

If you make these changes, then reboot, you can check the configuration as shown:

$ ifconfig vr0

vr0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500
options=2808<VLAN_MTU,WOL_UCAST,WOL_MAGIC>
ether 00: 15:f2:2e:b4d:1c
inet 192.168 .0.13 netmask Oxffff0000 broadcast 192.168 .255.255
media: Ethernet autoselect (100baseTX <full - duplex>)
status: active

$ uname in

usl.redwar.org

$ nslookup

> server

Default server: 192.168 .0.11
Address: 192.168 .0.11#53
Default server: 192.168 .0.12
Address: 192.168 .0.12#53

> exit

$ netstat -rn

Routing tables

Internet:
Destination Gateway Flags Refs  Use Netif Expire

default 192.168 .0.1 UGS 0 5 vrO

3.7.2¢ Auto Network Configuration Using DHCPv4

It is also possible for a node to be automatically configured if a DHCPv4 server (or relay agent) is
available somewhere on the LAN (or possilbyfithe ISP). If you are deploying several nodes on a
home network, it is likely that there is a DHCPv4 server in your home gateway / DSL modem.

[ 8604 O2yFAIdNB | CNBS. {5 ToH y2RS +dzi2aYFGAOKE &
G dza m ®NB R ¢ | NIPAaddERSs FomDAEPV4. The interface we are configuring has the FreeBSD
YIEYS GaONné o

You need to edit the following file (you will need root privilege to do this):

/etc/rc.conf

hostname=0u

e sl.redwar.orgo
i fconfi g DHCR =

0
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If you make thee changes, then reboot, you can check the configuration as shown:

$ ifconfig vr0

vr0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500
options=2808<VLAN_MTU,WOL_UCAST,WOL_MAGIC>
ether 00:15:f2:2e:b4:1c
inet 192 .168 .1.9 netmask Oxffff0000 broadcast 192.168 .255.255
media: Ethernet autoselect (100baseTX <full - duplex>)
status: active

$ uname in

usl.redwar.org

$ nslookup

> server

Default server: 192.168 .0.11
Address: 192.168 .0.11#53
Default server: 192.168 .0.12
Address: 192.168 .0.12#53

> exit

$ netstat -rn

Routing tables

Internet:
Destination Gateway Flags Refs Use Netif Expire
default 192.168 .0.1 UGS 0 5 wvr0
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Chapter 4 z The Depletion of the IPv4 Address Space

Many people today are aware that the folks in charge of the Internet are starting to run low on
addresses. Most of themareotl g NS GKIF G0 GKA& A& y2d GKS FANRG GAY
that pool of addresses isdiay. The majority of Internet users are either completely oblivious to what is

going on and think that the Internet will go on like it has, forever. If they have heard any rumors about

an address shortage they have a blind faith that the people in chamgysimply work some magic and

0KS LINBPOofSY gAft A2 lglted 2Sifr GKS&@8 RAR 2yO0S3:I Ay
this time around. IPv4 is simply out of gas, and it is time to start using its successor, IPv6.

4.1¢ OECD IPv6 RegpMarch 2008

The best study on this done to date (in my opinion) is in the OECD report presented at the OCED
Ministerial Meeting on the Future of the Internet Economy, in Seoul Kore&a81iine, 2008. | was a
speder at the concurrent Korean IPv6 Summit. The full name of OEQDanrisation for Economic €o
Operation and Developmert.was established in 1961, and currently has 30 member nations, including
most members of the EU, plus Australia, Canada, Japaga Kidexico, New Zealand, Turkey, the UK

and the US. It had a 2009 budget of EUR 320 million. Their goals are to:

Support sustainable economic growth

Boost employment

Raise living standards

Maintain financial stability

laaArald 20KSN) O2dppriieNth SaQ SO2y2YAO RS@S
Contribute to growth in world trade

=A =4 =4 =4 -8 =9

Unlike the IETF or ISthe OECDs notspecificallyconcerned with technology. However, they have

determined that the imminent exhaustion of the IPv4 address space will have a major impact on most of

their goalareas, hence they did a major study, the results of which are presented in Ministerial

. FO13ANRPdzyR WSLENI 5{¢CLKL//tOHAANTOHAKCLb! [ X daLYydSN.
al ylF3asSySyd 2F Lt @dn | yR Ay (KSladeSrestbpdowhbatiioveatie Lt Jc £
LYGSNYySG o0aSINDODK F2NJ adh9/5 Lt@c wWSLRNLILEOD |, 2dz aK?2
summarize the most important aspects of it in this chapter.

Let me quote one paragraph from the Main Points section:

& ¢ K S Nd& arhexpectation among some experts that the currently used version of the Internet
Protocol, IPv4, will run out of previously unallocated address space in 2010 or 2011, as only 16% of the
total IPv4 address space remains unallocated in early 200&sifliztion is critical for the future of the
Internet economy because all new users connecting to the Internet, and all businesses that require IP
addresses for their growth, will be affected by the change from the current status of ready availability of
u Ffft20FGSR Lt @n I RRNBaaSao®»é
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As of this writing, in early 2010, only 8% of the addresses remain unallocated. The current best
estimates are that the IANA address pool will be exhaustetubp011, and all RIRs will exhaust their
supplywithin six monthsafter that (some potentially even earlier).

Another key passage from this section follows:

G'a GKS L2t 2F dzyft20F3GSR Lt @dn I RRNS&aasSa RgAYRE
stakeholders should anticipate the impacts of the transition pdaad plan accordingly. With regard to

the depletion of the unallocated IPv4 address space, the most important message may be that there is

no complete solution and that no option will meet all expectations. While the Internet technical

community discussesptional mechanisms to manage IPv4 address space exhaustion and IPv6

deployment and to manage routing table growth pemd post exhaustion, governments should
SyO02dzN» 38 Fftf &GF1SK2f RSNAR (2 &dzZLILI2 NI F aY220K 4N

GLt @c | R2 Llydar obmpleR inteégratiomizirotess that impacts all sectors of the economy. In
addition, a long period of eexistence between IPv4 and IPv6 is projected during which maintaining
operations and interoperability at the application level will be criticak Tct that each player is

capable of addressing only part of the issue associated with the Intgritkt transition to IPv6
underscores the need for awareness raising an@da)lS NI G A 2 Yy ¢ @

Basically, there is no solution for those wanting to remain witld IRvs going to takenultiple yeardo

make the transition. There are only two years left, so March 2010 is really the last possible date to begin

a smooth and affordable introduction of IPv6. Any later start will involve unnecessary expense and crisis
management, towards the end of the IPv4 lifetime. Such transitions are usually not done well when

NHzA KSR® ! yR 2y 0S (KS RRNBaaSa FINB 3I2ySsz G(GKIFGQa A

The report acknowledges that in the early phases of a major technology transition such as this, there
maybe little or no incentive to shift to the new technology. However, once a critical mass of users
adopting the new technology, there is oftentipping pointafter which adoption grows rapidly until it is
widespread. In theory this tipping point is reacheden the marginal cost, for an ISP or an organization,
of implementing the next device with IPv4 becomes higher than the cost of deploying the next device
with IPv4. For an ISP, there are costs associated with deploying IPv4 nodes such as the costrif obtai
the addresses themselves, the costs of designing and deploying network infrastructure that uses fewer
and fewer public (globally routable) addresses (by using NAT). When these become higher than the cost
of deploying IPv6, they will begin migrationgarnest. Reaching this tipping point depends on a number
of factors, including customer demand, opportunity costs, emerging markets, the introduction of new
services, government incentives, and regulation.

One of the key requirements for migrating to &g technical expertise in the subject. This is necessary

to provide economies and companies with competitive advantage in the area of technology products
and services, and the benefit from Kefabled innovation. Countries who are early adopters, and

provide training and incentives for their companies to embrace it, or even help fund the necessary
infrastructure (as in China) will have significant competitive advantages in years to come over countries
that are laggards in this transition.

Increasing scaity of IPv4 addresses can raise competitive concerns in terms of barriers to new entry
and strengthening incumbent positions. There has been much discussion over how to manage
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previously allocated IPv4 addresses once the free pool has been exhaustedbkéK (or even a

legitmate) market evolve for IPv4 addresses? Will companies that have more than they need be selling
GKSY 2y S.le8K LiQa LkRraaroftsS GKIG az2yY$sS Ga&Ll yAaASa Y
number of addresses (as happened when Compag bought Digital Equipment Corporation, and then

again when HP bought Compaq). Today, you boiyow (lease?) addresses from an ISP for so long as

you have service with that ISP. If you terminate that servihe addresses are reclaimed by the ISP for
Fft20IGA2y (2 20KSNbovwddzKa 8 $S NRRNES 8 defitRedh yE@dh th&lIBRIZE OB y Q
R2Say Qi 26y GKSYXZ AF +y L{t 32Sa 2dzi 2F odtarAySaa
them from. Some of these situations are not currently well defined, but they will be as the IPv4 address

space nears exhaustion. Notably, the situation on the early Class A block allocations is not quite so well
defined. Those blockwaybe owned by thos early adopter companies.

There is also discussion of how existing and increasing use of NAT requires developers of network aware
products and applications to build increasingly complex central gateways or NAT traversal mechanisms
to allow clients who a in most casedjoth behind NAT gateways. This is creating barriers to innovation,

the development of new services, and the overall performance and stability of the Internet.

There is a risk of some parts of the world deploying IPv6, while others certimning IPv4 with

multiple layers of NAT. Such decisions would impact the economic opportunities offered by the Internet
with severe repercussions in terms of stifled creativity and deployment of generally accessible new
services. Also, there could bergris issues of interoperation between people in the IPv6 world and

those left behind in the IPv4 world. This could lead to a fragmentation of the Internet.

The five sections of the report cover the following topics:

1 Overview of the major initiatives thdave taken place in Internet addressingdate, and the
parallel development of institutions that manage Internet addressing

Summary of proposals under consideration for management of remaining IPv4 addresses
Overview of the drivers and challenges faartsitioning to IPv6 through a dual stack (IPv4 +
IPv6) environment. It reviews factors that influence IPv6 adoption, drawing on available
information.

Economic and public policy considerations and recommendations to governments
Lessons learned from sevétRv6 deployments

=a =

= =4

4.2 ¢ OECD Followp Report, April 2010

In April 2010, the OECD released a follgaweport to the IPv6 report mentioned above. It is called
GLYGSNYSG ! RRNBaaAy3ayY alkeysilteXdkcey|Bv4 8d8rested @ NiSofitin 2 F Lt @
2012. As of March 2010, only 8% of the full IPv4 address space is available for allocation. Currently, IPv6

use is growing faster than IPv4 use, albeit from a still small base. Severaldalgeleploymentsra

taking place or are in planning. Some of the key findings, all as of March 2010 are:

1 5.5% of the networks on the Internet (1,800 networks) can handle IPv6 traffic
1 IPv6 networks have grown faster than IRyaly networks since mi@007
1 Demand for IPv6adress blocks has grown faster than demand for IPv4 address blocks.
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1 One out of five transit networks (i.e. networks that provide connections through themselves to
other networks) handle IPv6. This means that Internet infrastructure players are actively
readying for IPv6.

1 As of January 2010, over 90% of installed operating systems are IPv6 capable, and 25% of end
users ran an operating system that enabled IPv6 by default (e.g. Windows Vista or Mac OS X).
This percentage has probably increased since the seled Windows 7, but no measurement is
available.

1 As of January 2010, over 1.45% of the top 1000 websites were available over IPv6, but as of
March 2010 (when Google IPv6 enabled their websites) this jumped to 8%.

1 Over 4,000 IPv6 prefixes (address blotles) been allocated. Of these 2,500 (60%) showed up

as routed on the Internet backbone (were actually in use).

At least 23% of Internet eXchange Points explicitly supported IPv6

7 out of 13 DNS Root Servers are accessible over IPv6

65% of Top Level Domai(ELDs) had Ipv6 records in the root zone file

80% of TLDs have name servers with an IPv6 address

1.5 million domain names (about 1% of the total) had IPv6 DNS records

=A =4 =8 =8 =4

Operators in the RIPE and APNIC service areas were given a survey in 2009.

7% of APNI@spondents claimed to have equal or more IPv6 traffic than IPv4 traffic

2% of RIPE respondents claimed to have equal or more IPv6 traffic than IPv4 traffic

Of those respondents not deploying IPv6, 60% saw cost as a major barrier

Of those respondents depling IPv6, 40% considered lack of vendor support the main obstacle

=A =4 =4 =4
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SourceiTAC/NRO Contribution to the OECD, Geoff Huston and George Michaelson, data fromeand2609.

Since 2008, the ratio of routed IPv6 prefixes to IPv4 prefixes has climbed from 0.45% to 0.8%, which
indicates that the number of routed IPv6 prefixes is increasing more rapidly than that of routed 1Pv4
prefixes.The ratio of IPv6 to IPv4 AStities actively routing went from about 3.2% in 2008 to 5.5% in
2010.

The compound annual growth rate from 24 February 2009 to 5 November 2009 for dual stack ASes was
52%, for IPv@®nly ASes was 13%, and for Iy ASes was 8%. At year end 2009, thezee 31,582
ASes using IPxahly, there were 1806 ASes using dual stack, and there were 59 ASes usioglyPv6

One trend is that service providers, corporations, public agencies andsard are using IPv6 for

advanced and innovative activities on @te networks. IPv6 is also being used in 6LoWPAN (IPv6 over

[26 LI2G6SNItSNRER2YIFf ! NBF bSGé2N1az a aLISOAFTASR Ay
ynHompedn bSGg2N] aéx {SLWNSYOSNIHANT ®
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4.3¢ How IPv4 Addresses Were Allocated in the Early Days

In the early days, before IANA and the RIRs were created, IPv4 addresses were actually allocated

manually by a single individual, Jon Postel. He never dreamed how large the Internet would grow, or

that it would be a worldide phenomenon that had a major impact on most world economies. He is the

2yS NBaLRyaArotsS F2NI Fff20FGAy3a tFNBS OKdzyl1a oa/ ft
M.I.T.) Unfortunately, those allocations are very difficult to undo todayabout 1/3 of all the addresses

allocated in the U.S. belong to less than 50 organizations. The IANA now just considelsghoge

allocations and has tried to do the best they could with the address space remaining at the time they

took over allocabn.

Q)¢

431¢ch NAIAYLE a/ftlaaFfdde 'ff20FGA2y . f20]

¢CKS FANRG pm: 2F (GKS FdzZf Lt @dn FRRNBaa aLl O0S onon
9t 201a o0y262NYaday | &&K20kqged 9 OK2 arsoméd BB aniionO2y (il Ay
usable addresses. Here is a list of some of the lucky organizations that own these blocks today, either

from the original allocation or by buying other companies that edithem.

General Electric 3.X.X.X U.S. DoD DISA 22 .X.X.X
Level 3 Communications 4.X.X.X U.K. Ministry of Defense 25.X.X.X
U.S. Army Info Systems Centérx.x.x U.S. DoD DISA 26.X.X.X
(formerly DoD, now ARIN)  7.X.X.X U.S. DoD D$lorth 28.XX.X
Level 3 Communications 8.X.X.X U.S. DoD DISA 29.X.X.X
IBM 9.X.X.X U.S. DoD DISA 30.X.X.X
U.S. DoD Intel Info Systems 11.X.x.x AT&T Global Network Sves  32.X.X.X
AT&T Worldnet 12.X.X.X U.S. DoD DLA Sys Auto Ctr  33.x.x.X
Xerox Corp. 13.X.X.X Halliburton 34.X.X.X
HP 15.X.X.X InterOp Show 45.X.X.X
DEC (now HP) 16.X.X.X BelkNorthern (now Nortel)  47.x.x.X
Apple Computer 17.X.X.X Prudential Insurance 48.X.X.X
Mass. Inst. Of Technology = 18.x.x.x E.l. DuPont de Nemours 52.X.X.X
Ford Motor Company 19.x.X.X Daimler AG 53.X.X.X
Computer Sciences Corp 20.X.X.X U.S. DoD Network Info Ctr  55.x.x.x
DoD DISA DDRVN 21.X.X.X U.S. Postal Service 56.X.X.X

Another 25% of the full address space (128.0.0.0t0 191.255255.8 ¢+ a4 RAQGARSR dzLJ Ay {
.6 ob0gPPaAlYy26Yy a4 akmcé 0f 2'C0 ot 666534 Adatleraddiedsesi KS&aS 02

Another 12.5% of the full address space (192.0.0.0 to 224.255.255.255) was dividedalount@.1
YAEEAZ2Y aG/&y20m /2 0y 2108 aak Hné 0f 2°Qlod264dusadlé OK 2 F (K¢
addresses.

Another 6.25% of the full address space (224.0.0.0 to 239.255.255.255) was reserved for multicast
(these ae known as Class D addressésK SNBE A a4 y2 gt & (2 aNBO2OSNE | ye
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The final 6.25% of the full address space (240.0.0.0 to 255.255.255.255) was reserved for future use,
experimentation and limited broadcast. These are known as CladdrEssesThese addresses cannot

0S GNBO2OSNBRE gAGK2dzG Y2RAFTAOIFNGA2ya G2 SaaSyuaalf
by default¢ in many routers this is not even configurable).

The subblock of ClasdrEm 255.0.0.0 to 255.255.255.2354 | Ol dzl t £ @ dzaSR F2NJ af A Y
(limited because it will not cross routers). A packet sent to any of these addresses will be received by all

nodes on your LAN. Of these, normally only the address 255.255.255.255 is used. There is no broadcast

in IPv6 @lthoughthere is a multicast address that has much the same effect).

The US.Deptartme ¥ 5S¥SyasS KIFa mn akyé of201a F2N | 62 dzi
2F GKS G201t Lt @n FRRNBaa alLl OdeaddresSused ywhichids dky é
MHTOndndm O00GKS Lt @dn af22L0 O1 éAdmRIRNRAA Y dzaSR (2 |
169.254.0.0/16 is reserved for IPv4 Link Local usage (similar to IRldchhddresses). For details, see

wC/ pTop3x af{ LOONBE &S & ¢a>S Witydal NBR Hamn @

hyS aGkyé 0t201 omMmnodndndnkyovs 2yS dakmué o06f201 OMTH

NEaSNBSR F2NJ dzaS & GLINARGFGS¢ | RRNBaasSa o0& wC/ Mm@
1996. These addressean be used by any organization for any internal network, but should never be

routed onto the Internet (although in practice you can sometimes find these addresses on the backbone

due to misconfigured routers). These would corresponihternal LIK 2 v 85 yaSAR2(y & ¢ & dzOK | & |
102, etc. Every company with a PBX mightthaé same set oéxtensions.

As of4 June 2010, only IBF G KS LI2adaAof S elPwoftieku dddréss spaod) are il 6 2 dzi
unallocated. Here is a map dfe status of all 26 & K y € By@ép&dder 2011, (or earlier) there

g2y Qi 0SS lye R20a tSFidoe 1ff GKS o0f201a 6AGK R20a
one of the RIRs (ARIN, RIPE, APNIC, LACNIC or AfriNIC).

+0 +1 +2 +3 +4 +5 +6 +7 +8 +9
000 R AP RN L L L L-AR L L
010 R L L L AP L L L L L
020 L L L . AR L L AP L L
030 L RN L L L L L
040 L AF . L-AP L L RN L L .
050 AR L L L L L L L AP AP

060 AP AP RN AR AR AR AR AR AR AR
070 AR AR AR AR AR AR AR RN RN RN
080 RN RN RN RN RN RN RN RN RN RN
090 RN RN RN RN RN RN AR AR AR AR

100 . . . . . . . AR AR RN
110 AP AP AP AP AP AP AP AP AP AP
120 AP AP AP AP AP AP AP R L-AR L-AR

130 L-AR L-AR L-AR L-AP L-AR L-AR L-AR L-AR L-AR L-AR
140 L-AR L-RN L-AR L-AR L-AR L-RN L-AR L-AR L-AR L-AR
150 L-AP L-RN L-AR L-AP L-AF L-AR L-AR L-AR L-AR L-AR
160 L-AR L-AR L-AR L-AP L-AR L-AR L-AR L-AR L-AR L-AR
170 L-AR L-AP L-AR AR AR AP RN LA RN .

180 AP LA AP AP AR . LA LA L-RN LA
190 LA L-LA L-AR RN RN RN L- AF AF L-AR AR
































































































































































































































































































































































































































































































































































































































































































